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Editor

Manel Esteller, M.D., Ph.D. (Sant Boi de Llobregat, Barcelona, Catalonia, Spain), graduated in medicine with honors from the Universidad de Barcelona in 1992, where he also obtained his Ph.D., specializing in molecular genetics of endometrial carcinoma, in 1996. He was an invited researcher at the School of Biological and Medical Sciences at the University of St. Andrews (Scotland, UK), during which time his research interests focused on the molecular genetics of inherited breast cancer. From 1997 to 2001, Esteller was a postdoctoral fellow and a research associate at the Johns Hopkins University and School of Medicine (Baltimore, Maryland), where he studied DNA methylation and human cancer. His work was decisive in establishing promoter hypermethylation of tumor suppressor genes as a common hallmark of all human tumors.

From October 2001 to September 2008 Dr. Esteller was the leader of the Cancer Epigenetics Laboratory of CNIO (Centro Nacional de Investigaciones Oncolégicas), where his principal areas of research were the alterations in DNA methylation, histone modifications, and chromatin in human cancer. Since October 2008, Dr. Esteller has been the director of the Cancer Epigenetics and Biology Program of the Catalan Institute of Oncology (ICO) in Barcelona, professor of genetics in the School of Medicine of the University of Barcelona, and an ICREA research professor.

Author of more than 190 original peer-reviewed manuscripts in biomedical sciences, Dr. Esteller is also a member of numerous international scientific societies and editorial boards and a reviewer for many journals and funding agencies. He is also associate editor for Cancer Research, The Lancet Oncology and Carcinogenesis, editor-in-chief of Epigenetics, advisor for the Human Epigenome Project, associate member of the Epigenome Network of Excellence, and president of the Epigenetics Society. His numerous awards include the Cancer Research Award from the European School of Medical Oncology (1999), first prize in basic research from Johns Hopkins University (1999), Investigator Award from the European Association for Cancer Research (2000), Carcinogenesis Award (2005), Beckman-Coulter Award (2006), Francisco Cobos Biomedical Research Award (2006), Swiss Bridge Award (2006), Innovation Award from the Commonwealth of Massachusetts (2007), and Human Frontier Science Program Award (2007).

His current research is devoted to the establishment of the epigenome maps of normal and transformed cells, the study of the interactions between epigenetic modifications and noncoding RNAs, and the development of new epigenetic drugs for cancer therapy.
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Genetics alone cannot explain human variation and disease. Humans with the same DNA sequence, such as monozygotic twins, and cloned animals frequently present different phenotypes and degrees of sickness penetrance. The increasingly popular term epigenetics embodies a partial explanation of both phenomena. First introduced by C.H. Waddington in 1939 to name “the causal interactions between genes and their products, which bring the phenotype into being,” it was subsequently defined as those heritable changes in gene expression that are not due to any alteration in DNA sequence. The best-known epigenetic marker is DNA methylation. From the initial characterization of global hypomethylation of human tumors and the first hypermethylated tumor suppressor, to the DNA methylation silencing of microRNAs, the ongoing human epigenome projects, and the clinical approval of therapies with DNA demethylating agents and histone deacetylase inhibitors, epigenetics has seized the attention of biomedical researchers. The scenario is further enriched because DNA methylation occurs in a highly complex chromatin network mediated by histone modifications, which are also disrupted in human diseases. Aberrant epigenetic patterns go beyond oncology to touch a wide range of fields of biomedical (immunology, neurology, metabolism, imprinting, cardiovascular, etc.), scientific (machineries for transcriptional activation and repression, high-order organization of DNA, etc.), and industrial (animal and yeast models, agriculture, nutrition) knowledge that have an impact on our lives.

The current hype of epigenetic research also relates to the introduction of powerful and user-friendly techniques for the study of DNA methylation, such as sodium bisulfite modification associated with polymerase chain reaction procedures. More recently, the advent of comprehensive epigenomic technologies has given rise to the first preliminary descriptions of the epigenomes of human cells. This book discusses the new developments, the overall main features, and the translational applications for disease in the still-young field of epigenetics, particularly regarding DNA methylation, histone modifications, noncoding RNAs, and chromatin remodeling. Enjoy!
Cancer can be defined in many different ways, depending on the area in which the disease is studied, and it can be understood to encompass a group of about 100 different and distinctive diseases. These diseases are characterized by an abnormal growth of cells that generally lead to an uncontrolled proliferation that, in some cases, can metastasize to other organs and tissues. In recent decades researchers have concentrated their efforts on identifying a wide variety of genomic changes, such as amplifications, translocations, deletions, and point mutations, that are involved in this uncontrolled proliferation, and thus in the development of cancer.

In the past, analysis of these genomic alterations has led to the identification of oncogenes and tumor-suppressor genes involved in tumor development. However, the occurrence of cancer is due not only to the genetic changes described above, but also to epigenetic changes. While genetics is concerned with the information transmitted on the basis of gene sequence, epigenetics deals with the inheritance of information based on gene expression levels. The main epigenetic modifications in mammals are DNA methylation and histone modification. The most widely studied epigenetic modification in humans to date has been the cytosine methylation
of DNA. This consists of the covalent addition of a methyl group from the methyl donor S-adenosylmethionine to the carbon-5 position of cytosine within the CpG dinucleotide. This enzymatic reaction occurs after DNA synthesis and is performed by a family of enzymes called DNA methyltransferases (DNMTs). The proportion of CpG dinucleotides in the human genome is lower (1.2%) than expected (4%) from the abundance of cytosine and guanine (42% of the DNA bases). This lack of CpGs in our genome can be explained by a phenomenon known as CpG suppression, in which methylated CpG dinucleotides are progressively depleted due to the spontaneous deamination of methylated cytosines to thymidines during evolution. The distribution of CpGs in vertebrate genomes is not uniform; they are concentrated in short stretches or clusters (500–2000 bp) called CpG islands, and are located mainly in the promoter region of approximately half of all human genes. However, the bulk of CpGs are found at low density within the intergenic and intronic regions of DNA, particularly within repeat sequences and transposable elements.

To date, most studies have focused on the role of DNA methylation in gene expression regulation under normal and pathological conditions. Several examples illustrate the involvement of DNA methylation in disease. Rett syndrome is characterized by mutations in the methyl-binding protein MeCP. With lupus, patients suffer severe degrees of DNA hypomethylation. It features in neurological diseases, for example, where the methylation of the fragile X mental retardation-1 (FMR) gene is the catalyst of the disorder of the same name. Aberrant patterns of DNA methylation can also be found in atherosclerosis, where protective cardiovascular genes are aberrantly hypermethylated. Patients with ICF (immunodeficiency, centromere instability, and facial anomalies) have mutations in a major DNA methyltransferase (DNMT3b). Finally, DNA methylation is also an important player in cancer development.

In this chapter we will focus on the role of DNA methylation in cancer and on the use of this epigenetic modification in clinical practice. To understand the role of DNA methylation in cancer development, first let us begin with a short introduction to the DNA methylation pattern in healthy cells.

### 2.2 DNA METHYLATION IN HEALTHY CELLS

In healthy cells, while repetitive genomic sequences are heavily methylated, most of the CpG islands are unmethylated, which allows genes to be expressed in the presence of the necessary transcriptional activators. However, in specific instances, gene-promoter regions are methylated in normal cells as part of normal developmental processes: imprinted genes, X chromosome genes in women, and germline-and tissue-specific genes. Genomic or parental imprinting is a process involving acquisition of a closed chromatin state and DNA hypermethylation in one allele of a gene (for example, a growth-suppressor gene) early in the male and female germ line, which leads to monoallelic expression. A similar phenomenon of gene-dosage reduction can also be invoked with regard to the methylation of CpG islands in one X chromosome in women, where only one of two copies is active. Methylation of regulatory regions is involved in repression of expression of the silent loci. Finally, although DNA methylation is not widely used for regulating “normal” gene expression, and we certainly have more complex and specialized molecular networks to
achieve this aim, sometimes DNA methylation can fulfill this purpose. There is the case, for example, of those genes whose expression is restricted to the male or female germline and which are not subsequently expressed in any adult tissue, such as the MAGE and LAGE gene families. A more controversial case may be cited for the classical tissue-specific genes; some of them contain CpG islands, while others contain only a few CpG dinucleotides scattered throughout in their 5′ regulatory region. Methylation has been postulated as a mechanism for silencing these tissue-specific genes in those cell types where they should not be expressed. A well-characterized example of this type of regulation is the methionine adenosyl transferases 1A and 2A of rodents.

As will be discussed in other chapters of this book, DNA methylation regulates gene transcription in conjunction with other epigenetic modifications. Methylated DNA is recognized by methyl-CpG binding proteins. These proteins and DNMTs recruit multiprotein complexes containing chromatin remodeling enzymes such as histone deacetylases and histone methyltransferases, which are key regulators of histone modifications. However, in this chapter we will focus on the role of DNA methylation in cancer progression and its use in clinical practice.

2. DNA METHYLATION PATTERNS CHANGE IN CANCER CELLS

The pattern of DNA methylation changes substantially when cells became cancerous, as a result of two major phenomena. First, the tumoral genome becomes globally hypomethylated, unlike in normal cells, due mainly to the generalized demethylation in the CpGs scattered throughout the body of the genes. Second, local and discrete regions situated at the promoter region of tumor-suppressor genes undergo intense hypermethylation (Figure 2.1).

2.3.1 GLOBAL DNA HYPMETHYLATION IN HUMAN CANCER

One of the first reports linking aberrant DNA methylation to cancer came from Lapeyre and Becker, who used HPLC to determine the 5-methylcytosine content in normal rat liver and hepatocellular carcinomas induced in rats by acetylaminofluorene or diethylnitrosamine. The carcinogen-induced cancers displayed a decrease in overall genomic methylation of about 20–40% relative to normal liver. We now know that the genome of a cancer cell loses 20–60% of its 5-methylcytosine content in comparison to the normal tissue. The loss of methyl groups is accomplished mainly by hypomethylation of the coding regions and introns of the genes and demethylation of repetitive sequences that account for 20–30% of the human genome. Moreover, genome hypomethylation is an early event in cancer development and accumulates throughout all tumorigenic steps, from benign proliferation to invasive cancer. In this study, the authors described a decrease in the 5-methylcytosine content associated with the degree of tumor aggressiveness using a multistage skin cancer progression model.

Although gene-specific demethylation occurs in the context of global DNA hypomethylation, many of the effects are thought to arise through the activation of the transposable elements and endogenous retroviruses present in the human genome,
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Potentially, the reactivation of the strong promoters associated with transposable elements can globally modify the expression levels of transcription factors and/or the gene expression levels of the growth regulatory genes in which these factors reside.\textsuperscript{11} It has also been suggested that unmethylated transposable elements permit genomic mutations and anomalous chromosomal recombinations. Additionally, hypomethylation of centromeric sequences is common in human tumors and may play a role in producing aneuploidy. For example, patients with ICF syndrome, which is characterized by germline mutations in DNA methyltransferase 3b (DNMT3B), display numerous chromosome aberrations.\textsuperscript{12} Finally, global DNA demethylation induces the expression of the silent allele of imprinted genes. The best-studied case affects the H19/IGF-2 locus in chromosome 11p15,\textsuperscript{13} where the disturbance of methylation may cause overexpression of an anti-apoptotic growth factor (IGF-2) and loss of a transformation-suppressing RNA (H19) in certain childhood tumors.

2.3.2 ABBERRANT GENE HYPERMETHYLATION IN HUMAN CANCER

The best-studied epigenetic event related to cancer development is probably the hypermethylation of CpG islands associated with the promoter region of tumor-suppressor genes. These CpG islands are unmethylated in normal tissues, but often become hypermethylated in cancer cells, leading to gene silencing. Growing evidence suggests that de novo methylation of CpG islands induces the silencing of associated tumor-suppressor genes and may, in fact, be a critical step towards tumor formation. The presence of CpG island promoter hypermethylation affects genes regulating almost all cellular functions, such as cell cycle (p16INK4a, p15INK4b, Rb, p14ARF), DNA repair (BRCA1, hMLH1, MGMT, WRN), cell adherence and invasion (CDH1,
CDH13, EXT1, SLIT2, EMP3), apoptosis (DAPK, TMS1, SFRP1), carcinogen metabolism (GSTP1), hormonal response (RARB2, ER, PRL, TSH receptors), Ras signaling (RASSF1A, NORE1A), and microRNAs, among others. Table 2.1 shows the most important hypermethylated genes in human cancer reported so far. The deregulation of most of these genes has been implicated in cancer development. For this reason it is very important to identify the role of any of the newly methylated genes in the biology of the tumor. Several functional assays restore gene function and help us to identify the role of genes that undergo CpG island hypermethylation in human cancer. For example, it is possible to test the tumor-suppressor features and to determine whether the reintroduction of the gene reduces colony formation and/or xenograft growth in nude mice. It is also possible to rescue the functionality of the genes by using DNA methylating agents, as has been shown for p14ARF, hMLH1, DAPK, EXT1, and WRN.14,15 These types of approaches have been used to demonstrate, for example, that the methylation of O6-methylguanine-DNA methyltransferase (MGMT) is associated with the appearance of transition mutations and the chemosensitivity of alkylating agents.16

The particular genes that are hypermethylated in tumor cells are strongly specific to the tissue of origin.17,18 For example, BRCA1 hypermethylation is characteristic of breast and ovarian tumors19 but does not occur in other tumor types. hMLH1 methylation-mediated silencing is typical of colorectal, gastric, and endometrial neoplasm but is almost unmethylated in other solid tumors. EXT1 is almost exclusively methylated in acute promyelocytic leukemias and to a lesser extent in acute myelocytic and lymphoblastic leukemias, but it is unmethylated in other hematological malignancies and solid tumors,14 suggesting that EXT1 has a key role in the origin of these types of leukemias. Furthermore, we know not only that this carefully respected pattern of epigenetic inactivation is a property of the sporadic tumors, but also that neoplasms appearing in inherited cancer syndromes display a pattern of CpG island hypermethylation that is specific to the tumor type.20 By this we mean that the same tumor type features a common group of hypermethylated tumor-suppressor genes.

A number of reports have provided a picture of the hypermethylated genes of particular tumor types, and from these studies it is evident that there are also tumor types whose known CpG islands are more methylated than others. For example, the most hypermethylated tumor types originate in the gastrointestinal tract (esophagus, stomach, colon), while significantly less hypermethylation has been reported in ovarian tumors and sarcomas.21 There is a clear gradient in the distribution of tumors with different degrees of CpG island methylation, from tumors with few hypermethylated CpG islands to neoplasms with a very large number of hypermethylated islands. We do not fully understand the reason for these differences, but it is possible that tumors with more hypermethylated tumor-suppressor genes are more exposed to external carcinogenic agents. Another possible explanation is that in tumors with few hypermethylated CpG islands the hypermethylated genes have not yet been found.

Other questions that remain to be answered are why some genes become hypermethylated in certain tumor types while others with similar characteristics remain unmethylated, and why genes regulating crucial steps in cell cycle regulation are methylated only in certain tumor types. As has been done previously with genetic
changes, here we can hypothesize that the specific profile of hypermethylated genes confers a selective advantage. Other authors have proposed that the hypermethylation is directly targeted, for example, with fusion proteins such as PML-RAR, which can contribute to gene hypermethylation by recruiting the epigenetic machinery (DNMTs and HDACs) to promoter genes.\textsuperscript{22} However, this does not seem to be a general mechanism, at least in leukemias.\textsuperscript{23} Finally, it is possible that other epigenetic genes, such as Polycomb proteins, are essential players that mark the CpG islands that have to be methylated.\textsuperscript{24,25}

\subsection*{2.4 miRNA SILENCING IN HUMAN CANCER}

In recent years great effort has been expended on the study of the involvement of miRNA in cancer. These small RNAs are short noncoding RNA molecules that function as transcriptional regulators of gene expression. miRNAs regulate genes, including those that themselves regulate important cellular functions, such as cell proliferation, differentiation, and apoptosis.\textsuperscript{26,27} Thus, the deregulation of miRNA expression could be an important event in cancer development. The available data indicate that miRNA expression profiles differ between normal tissues and derived tumors and between different tumor types. Some of these studies show that downregulation of subsets of miRNAs is a common event in cancer, suggesting that some of them may act as putative tumor-suppressor genes.\textsuperscript{28,29} The loss of expression of some of these miRNAs could be explained in different ways, one of which is CpG island hypermethylation of their regulatory region. Two recent studies have addressed this possibility. The first showed that treatment with demethylating agents induces the expression of miR-127 and the downregulation of the proto-oncogene BCL-6, a putative target of miR-127.\textsuperscript{30} In the second study, we showed that the epigenetic silencing of miR-124a induces the activation of cyclin D kinase 6 (CDK6), a bona fide oncogenic factor, and the phosphorylation of the retinoblastoma (Rb) tumor-suppressor gene.\textsuperscript{31}

\subsection*{2.5 DNA METHYLATION IN CLINICAL PRACTICE}

Knowledge of the molecular alterations associated with cancer development, in particular with respect to DNA changes, will lead to the development of new strategies for assessing cancer risk status, detecting tumors as early as possible, and monitoring prognosis. The detection of hypermethylated promoter region CpG islands may be one of the most promising approaches towards achieving these goals. DNA methylation changes are known to occur early on in carcinogenesis and therefore are potentially good indicators of existing disease\textsuperscript{32} and even of the risk of developing the disease in the future.

The use of epigenetic changes and in particular DNA methylation in clinical practice requires the use of quick, easy, nonradioactive and sensitive ways of detecting hypermethylation in the CpG islands of tumor-suppressor genes. Until a few years ago, DNA methylation detection was based almost entirely on the use of enzymes that distinguished methylated and unmethylated sequences. This approach has several drawbacks, such as the incomplete restriction cutting of the region of study and
the use of Southern-blot technologies, which require substantial amounts of DNA of high molecular weight, and 32P-labeled DNA. The emergence of new technology based on the bisulfite modification of DNA, which converts unmethylated C to T but maintains methylated C as C, associated with amplification by methylation-specific PCR (MSP)33 (using specific primers for methylated and unmethylated alleles) (Figure 2.2), TaqMan, restriction analysis, and genomic sequencing34 has made it possible for most laboratories and hospitals to study DNA methylation, even using archived pathological material. Furthermore, using these methods to detect DNA methylation in small amounts of DNA allows gene hypermethylation to be detected in biological fluids. These methods can also be coupled with global genomic approaches, such as restriction landmark genomic scanning (RLGS), amplification of intermethylated sites (AIMS), CpG island microarrays, methyl DNA immunoprecipitation (MeDip), to establish the molecular signatures of tumors based on DNA methylation markers. Once the gene-hypermethylation profile specific to every tumor type has been defined, DNA methylation markers can be used in the clinical field for neoplasm detection, identification of tumor behavior, prediction of response to treatment, and therapies that target methylated tumor-suppressor genes.

2.6 DNA METHYLATION IN TUMOR DETECTION

As previously discussed, human tumors show the specific profile of hypermethylated tumor-suppressor genes. This means that usually one or more genes are
hypermethylated in every tumor type. This profile of promoter hypermethylation differs for each tumor type, providing groups of genes that are specifically silenced in every tumor type. Various examples illustrate this idea: p16INK4a, p14ARF, MGMT, APC, and hMLH1 are typically hypermethylated in gastrointestinal tumors (colon and gastric), while other aerodigestive tumor types, such as lung, and head and neck, have a different pattern of hypermethylated genes, including DAPK, MGMT, pl6INK4a, but not hMLH1 or p14ARF. In a similar way, BRCA1, GSTP1, and pl6INK4a are methylated in breast and ovarian cancers. In other cases, such as prostate cancer, the hypermethylation of a single gene, GSTP1, is informative for most cases (70–90%).

All this information strongly suggests that the use of CpG island hypermethylation of tumor-suppressor genes as tumor markers would help pathologists improve cancer diagnosis.

The use of DNA methylation markers in cancer diagnosis has some advantages over genetic markers. First, the mutations occur at multiple sites and can be of very different types, while promoter hypermethylation occurs within the same region of a given gene in each form of cancer. Second, the bisulfite modification of DNA linked to the MSP enables the detection of DNA hypermethylation in a background of healthy cells and using small amounts of DNA, while larger amounts of DNA are needed to detect mutations. Exploiting these features, CpG island hypermethylation has been used as a tool to detect cancer cells in all types of biopsies and biological fluids, including bronchoalveolar lavage, lymph nodes, sputum, urine, semen, ductal lavage, saliva, blood, and stool.

An exciting new line of research was initiated in 1999 when our group showed for the first time that it was possible to screen for hypermethylated promoter loci in serum DNA from lung cancer patients. This prompted many studies that have corroborated the feasibility of detecting CpG island hypermethylation of multiple genes in the serum DNA of a broad spectrum of tumor types, some of them even using semiquantitative and automated methodologies. Likewise, it has recently been demonstrated that septin 9, a single methylation marker for colorectal cancer, could be detected with high specificity (95%) in plasma with sensitivity of 50–65%.

Another interesting aspect is that the gene silencing of tumor-suppressor genes associated with aberrant DNA CpG island hypermethylation is often found in the early stages of tumor progression and is present in premalignant lesions. Examples include the pl6INK4a, p14ARF, APC, and MGFMt hypermethylation in colorectal carcinomas and the aberrant hypermethylation of hMLH1 in atypical endometrial hyperplasia. Thus, DNA methylation is an epigenetic event present in premalignant or precursor lesions that could be very useful for the early detection of cancer.

2.7 THE USE OF DNA METHYLATION AS A PROGNOSTIC MARKER

One can define a prognostic marker of a specific tumor type as a molecule that provides information about the clinical outcome of cancer patients. This information is useful for physicians in their choice of clinical management of such patients.

Classical examples of DNA methylation markers of poor prognosis include death-associated protein kinase (DAPK) and pl6INK4a hypermethylation, which have been linked to more aggressive tumor behavior in lung and colorectal cancer
patients.\textsuperscript{50,51} Several studies have described a number of DNA methylation markers associated with poor prognosis of ovarian cancer, such as BRCA1, insulin-like growth factor binding protein 3, and secreted frizzled-related protein\textsuperscript{1}.\textsuperscript{52} Finally, E-cadherin (CDH1), H-cadherin (CDH13), and thrombospondin-1 (THBS-1) are candidates associated with enhanced metastatic potential or angiogenic activity in primary tumors.

### 2.8 DNA METHYLATION AS A PREDICTIVE FACTOR

The anticancer properties of most of the therapies against cancer reside in their effects on DNA integrity, which interferes with DNA synthesis and replication, ultimately inducing cell death. Thus, treatment with alkylating agents that induce DNA adducts will be more effective in cancer cells than in slowly growing cells or growth-arrested cells (normal cells). The response to these treatments is associated with the expression of DNA repair enzymes, some of which are regulated by DNA methylation in cancer cells, thus affecting the response of these cancer cells to treatment with alkylating agents. One of the best-characterized examples is the methylation-associated silencing of MGMT in human cancer. The MGMT protein is directly responsible for repairing the addition of alkyl groups to the guanine (G) base of the DNA. This base is the preferred point of attack in the DNA of several alkylating chemotherapeutic drugs, such as BCNU (1,3-bis(2-chloroethyl)-1-nitrosourea), ACNU (1-(4-amino-2-methyl-5-pyrimidinyl)methyl-3-(2-chloroethyl)-3-nitrosourea), procarbazine, streptozotocin, and temozolomide. Thus the idea is that tumors that have lost MGMT due to hypermethylation\textsuperscript{53} would be more sensitive to the action of these chemotherapeutic agents since their DNA lesions could not be repaired in the cancer cell, leading to cell death. In fact, we found that in gliomas inactivation of MGMT by promoter hypermethylation predicts a good response to chemotherapy, greater overall survival, and a longer time to progression in patients treated with the alkylating agent carmustine.\textsuperscript{54} In further studies, the role of MGMT hypermethylation as a predictive factor was confirmed for two other alkylating agents, temozolomide and procarbazine.\textsuperscript{55} However, it is important to note that MGMT hypermethylation without treatment with alkylating agents is a poor prognostic factor, probably because patients with inactivated-MGMT accumulate more mutations, as has been demonstrated for p53 and K-ras in colorectal, brain, and lung tumors. A recent study has elucidated the role of MGMT in mediating drug sensitivity. Its authors showed that MGMT repairs the O6-methylguanine induced after treatment with temozolomide, inhibiting the apoptosis signal.\textsuperscript{56}

The case of hMLH1 provides another example of DNA repair and detoxifier genes that undergo aberrant DNA methylation. In colon cancer, the combined treatment with 5-fluorouracil (5-FU) and oxaliplatin or irinotecan is a standard chemotherapy for advanced disease. Several reports have described the role of hMLH1 hypermethylation in the response of different chemotherapeutic agents. In particular, hMLH1 aberrant methylation induces resistance to 5-FU in colorectal cancer cell lines and primary tumors.\textsuperscript{57}

Similar cases to those for MGMT and hMLH1 can be described for other genes. For example, the response to adriamycine may be related to the methylation status of
GSTP1, and the response to certain DNA-damaging drugs could be a function of the state of BRCA1 hypermethylation.

Finally, gene inactivation by promoter hypermethylation may be the key to understanding the loss of hormone-responsive breast cancer. Endocrine therapy is well established for steroid hormone receptor-positive patients. Since several genes that code for steroid hormones are regulated by DNA methylation, the inefficacy of anti-steroid-related compounds, such as tamoxifen for the treatment of breast cancer, may be a direct consequence of the methylation-mediated silencing of their respective cellular receptors. Something similar could be suggested to explain the loss of response to endocrine therapies of endometrial, ovarian, and prostate cancers that display aberrant hypermethylation of the receptors that control the response to this treatment.

2.9 DNA DEMETHYLATING AGENTS

One interesting aspect of epigenetic alterations, in particular DNA methylation, in the initiation and progression of human cancer is their use as novel therapeutic targets. Unlike genetic alterations, which are almost impossible to revert, DNA methylation is a reversible event. Thus, reactivation of hypermethylated tumor-suppressor genes can be considered as a possible therapeutic target; indeed, this has resulted in the development of pharmacological inhibitors of DNA methylation. In fact, for several years we have been able to reactivate hypermethylated genes in vitro using demethylating agents such as 5-azacytidine or 5-aza-2-deoxycytidine (Decitabine). These demethylating agents are cytosine analogs that are incorporated into DNA in place of the natural cytosine during DNA replication. Once incorporated into the DNA, these analogs trap the DNA methyltransferases and target them for degradation, thus inhibiting the restoration of the DNA methylation pattern in daughter cells after several cell divisions.

If we consider that only tumor-suppressor genes are hypermethylated, the use of DNA methyltransferase inhibitors is good news for cancer treatment because the restoration of expression of tumor-suppressor genes could restore the protective effect of these genes on tumor progression. In other cases the restoration of expression of silenced receptors will sensitize cancer cells to treatment with their corresponding ligands. Under these circumstances this therapy could be very specific. However, we do not know if we have disrupted some essential methylation at certain sites, and global hypomethylation may be associated with even greater chromosomal instability. Thus, one of the obstacles to the transfer of this technique to human primary cancers is the lack of specificity of the drugs used. These drugs inhibit the DNMTs and cause global hypomethylation, because one cannot reactivate only the particular gene of interest.

5-Azacytidine (Vidaza) and 5-aza-2′-deoxycytidine (Decitabine) are two DNA methylation inhibitors that are effective hypomethylating agents that inhibit cell proliferation. These two drugs represent the two most prominent DNMT inhibitors being used in clinical practice. In fact, two of them have been approved by the U.S. Food and Drug Administration for the treatment of myelodysplastic syndrome.

Hypermethylation of the CpG island is not a solitary epigenetic event. DNA methylation and regulation of histone deacetylase activity work together to silence gene
expression inappropriately in cancer. The simultaneous inhibition of both processes would be the most efficacious approach to reactivating key genes for therapeutic purpose. The synergy between these two families of compounds might allow the reduction of individual doses, which would minimize toxic effects and optimize the therapeutic response of these combinations. In fact, some clinical studies have examined the effects of demethylating agents in combination with HDAC inhibitors on patients with hematological malignancies that have achieved complete or partial responses.64,65

2.10 CONCLUSIONS

A picture has emerged in recent years of cancer as not only a polygenetic disease, but also a polyepigenetic disease, in which genes involved in multiple pathways, from cell cycle to apoptosis, and from cellular adhesion to hormonal response, are inactivated by promoter hypermethylation. The specific pattern of gene hypermethylation in every tumor type combined with the use of bisulfite-related methods for DNA methylation detection enables DNA hypermethylation to be used for cancer detection and prognosis. Finally, the reexpression of silenced tumor-suppressor genes in cancer by the use of demethylating agents opens up new and promising possibilities for the management of cancer patients.

REFERENCES


59. Lafarge S, Sylvain V, Ferrara M, Bignon YJ. Inhibition of BRCA1 leads to increased chemoresistance to microtubule-interfering agents, an effect that involves the JNK pathway. *Oncogene* 2001; 20: 6597–6606.


3 Epigenetics and Cancer
Histone Modifications

Mario F. Fraga and Manel Esteller

CONTENTS

3.1 Introduction................................................................................................... 17
3.2 Histone Posttranslational Modification.......................................................... 17
3.3 Global Alterations of Histone Modifications in Cancer .................................. 18
3.4 Site-Specific Alterations of Histone Modification in Cancer ....................... 19
3.5 Histone-Modifying Enzymes and Cancer ..................................................... 19
3.6 Histone Modification and Proliferation ....................................................... 22
References ........................................................................................................... 22

3.1 INTRODUCTION

Anomalous epigenetic signaling plays a critical role in cancer [1]. The best-known epigenetic modifications are DNA methylation and histone posttranscriptional modifications, including methylation, acetylation, ubiquitination, and phosphorylation. In this chapter, we discuss how epigenetic alterations in the histone modification pattern of a normal cell contribute to the process of its transformation.

3.2 HISTONE POSTTRANSLATIONAL MODIFICATION

Histone tails can have various fates, including acetylation, methylation, phosphorylation, poly-ADP ribosylation, ubiquitination, and glycosylation (reviewed in [2]). The combination of these modifications determines the histone–DNA interaction and the interaction of nonhistone proteins with chromatin through what we know as the histone code [3]. The chromatin structure and, thus, gene expression can be modified by means of the histone code.

One of the best-studied histone modifications is acetylation. This is catalyzed by histone acetyltransferases (HATs) such as MORF, MOZ, MOF, TIP60, and HBO1[4], using acetyl-coenzyme A as a donor group. Histone acetylation occurs primarily at lysine residues of the histones H4 and H3 and has two main biological consequences: alteration of histone–DNA binding, since the lysine loses a positive charge in the process, and alterations of the binding codes of chromatin-interacting transcription factors [2]. The histone acetylation level depends on the precise balance between the action of HATs and histone deacetylases (HDACs). There are four families of
HDACs: class I (HDAC1, 2, 3, and 8), class II (HDAC4, 5, 6, 7, 9, and 10), class III (sirtuins 1–7), and class IV (HDAC11). Those of classes I, II, and IV have a similar sequence and structure, but the sirtuins have a different structural homology and use a different catalytic mechanism that is dependent on NAD+ (nicotinamide adenine dinucleotide) [5].

Histone methylation is another well-studied histone modification. It is linked to both transcriptional activation and repression [2]. Histone tails can become methylated at several lysine and arginine residues. Among the lysine residues, the best studied are K4, -9, -27, -36, and -79 for H3 and K20 for H4. Lysine can be mono-, di-, and trimethylated, whereas arginine can only be monomethylated. Histone methylation is catalyzed by a family of enzymes called histone methyltransferases (HMTs) and the methyl group can be removed by the recently identified group of proteins called histone demethylases (HDMs) [2]. The numerous possible points of modification and enzymes that can catalyze the reaction in both directions indicate the huge complexity of the system and the very many possible levels of regulation.

3.3 GLOBAL ALTERATIONS OF HISTONE MODIFICATIONS IN CANCER

The histone code (i.e., the combination of histone modifications at a certain region of the chromatin) determines its structure and function [3]. Thus, the histone code will differ depending on the region of the chromatin, the cell type, the tissue type, and the external conditions of a cell. Thus, before determining the altered patterns of histone modification in cancer, it is essential to identify the normal patterns in the corresponding region. Once these have been established, the altered patterns of histone modification in cancer can be sought by various means. One of the best-studied alterations is the acetylation of histone H4, which is hypoacetylated in esophageal squamous cell carcinoma [6,7], gastric cancer [8–10], testicular cancer [11], and acute promyelocytic leukemia (APL) [12]. Furthermore, monoacetylated K16-H4 is commonly reduced in various types of tumors [13], and lower levels of AcK12-H4 are an indicator of recurrence in prostate cancer [14]. Interestingly, exposure to the carcinogen Ni^{2+} induces a huge decrease in histone acetylation [15–18].

Another histone H4 modification, the trimethylation of K20-H4, which is enriched in differentiated cells [19], increases with age [20,21], is commonly reduced in cancer cells [13,21–24] and, interestingly, is also reduced after treatment with the hepatocarcinogen tamoxifen [25].

Global alterations of histone H3 modifications in cancer have been less thoroughly investigated. One study found that low levels of acetylation at lysines 9 and 18 of histone H3 are associated with high recurrence of prostate cancer [14]. In two recent studies, H3 acetylation has been found to be reduced in human colon primary tumors [26] and in several human colon cancer cell lines [27].
3.4 SITE-SPECIFIC ALTERATIONS OF HISTONE MODIFICATION IN CANCER

One of the most important epigenetic routes to carcinogenesis involves the aberrant pattern of histone modifications at gene promoters. Histone posttranslational modifications (acetylation, methylation, phosphorylation and ubiquitination, among others) are read by different proteins and complexes involved in chromatin remodeling and transcriptional activation or repression [2,28] within the context of what we previously introduced as the “histone code” [3,28]. One of the best-studied histone modifications at the promoter level is the acetylation of lysine residues that is controlled by HATs and HDACs. In general, the presence of acetylated lysines within the histone tails is associated with less-condensed chromatin and a transcriptionally active gene status, whereas the deacetylated residues are associated with heterochromatin and transcriptional gene silencing [2,28]. Cancer cells have aberrant gene expression, which has multiple causes: genetic (gene mutations, homozygous deletions, loss of heterozygosity, etc.), cytogenetic (monosomies, trisomies, homogenous staining regions, double minutes, etc.), and, of course, epigenetics [5]. Apart from aberrant promoter DNA hypermethylation, epigenetic gene silencing can also occur by aberrant targeting of HDACs to the gene promoter, which causes histone hypoacetylation.

The typical gene silenced in this manner in human cancer is the cyclin-dependent kinase inhibitor p21WAF1 [5]. It has many features that qualify it as a bona fide tumor-suppressor gene: p21WAF1 knockout mice develop tumors, p21WAF1 expression is lost in a broad spectrum of tumor types, and its overexpression in deficient cancer cells can cause growth arrest [29]. However, the lack of any gene mutation or CpG island promoter methylation may cause some concern to classical researchers: the epigenetic inactivation of p21WAF1 by promoter hypoacetylation-mediated silencing offers an attractive alternative. Other genes altered in this manner in cancer cells continue to be identified, but more work is needed in this area. HDAC inhibitors may achieve some of their antitumoral effects through reactivation of these new types of dormant tumor-suppressor gene.

3.5 HISTONE-MODIFYING ENZYMES AND CANCER

The analysis of expression patterns of histone-modifying enzymes enables the discrimination of tumor samples from their normal counterparts and the clustering of the tumor samples according to cell type [30], which implies that these proteins have tumor-specific roles in cancer development. In the case of one of the histone-modification changes in human neoplasia previously mentioned—the reduction of monoacetylated H4K16—some clues may be found within the sirtuin family of histone deacetylases as to how these cancer-specific alterations arise. This family of epigenetic enzymes has HDAC activity, which plays a key role in transcriptional regulation and in the control of chromatin structure. Sirtuins comprise the class III family of HDACs. They are NAD+-dependent and are involved in multiple cellular events, including transcriptional silencing, chromatin remodeling, mitosis, and lifespan duration [31]. The founding member of the family, Sir2, was initially described in yeast [32]. Sir2-like enzymes catalyze a reaction in which the cleavage of NAD(+)
and histone and/or protein deacetylation is coupled to the formation of O-acetyl-ADP-ribose. The dependence of the reaction on both NAD(+) and the generation of this potential second messenger suggests new avenues to explore in our attempt to understand the function and regulation of Sir2-like enzymes. In yeast, deletion of SIR2 shortened the lifespan, whereas an extra copy of this gene increased it, indicating the importance of the Sir2 family in aging [33]. The NAD+-dependent HDAC activity of this family of proteins is highly conserved and may be relevant to their role in chromatin silencing [34]. NAD is one of the critical molecules involved in many metabolic pathways, and sirtuins can control the activity of many other proteins involved in cell growth, thus implying that proteins of the Sir2 family are involved in the elongation of lifespan mediated by caloric restriction. It has been suggested that carbon flow in the glycolysis and TCA (trichloroacetic acid) cycles is much reduced under caloric restriction, and so less NAD is available for Sir2. In this way, the Sir2 proteins may link metabolic rate and aging through NAD-dependent gene regulation and chromatin remodeling [31]. The extension of lifespan by caloric restriction requires Sir2 and is accompanied by an increase in respiration, which, in turn, increases Sir2 activity [35]. These findings have generated considerable interest in the mammalian orthologs of Sir2, known as sirtuins. Mammalian cells contain seven homologs of the yeast Sir2 protein (SIRT1 to SIRT7), and these have roles in the regulation of gene expression, apoptosis, stress responses, DNA repair, cell cycle, genomic stability, insulin regulation, and so on. Taken together, these observations make it clear that the sirtuins are the central proteins for the control of critical metabolic pathways and for the regulation of cell growth and cancer. Here, we pay special attention to two members of the family, Sirt1 and Sirt2, for two reasons: first, they are able to deacetylate lysine 16 of histone H4 (monoacetylated lysine 16 of histone H4 is commonly decreased in cancer cells [13]), and, second, they are known to change in cancer [30,36–40].

Mammalian sirtuin 1 (SIRT1) has been shown to possess a similar NAD+-dependent deacetylase activity to that of yeast Sir2 [39]. In mammals, substrates for SIRT1 include not only histones (mainly, K16-H4 and K9-H3 positions [41,42]), but also key transcription factors, such as p53 [39], forkhead transcriptional factors [43], p300 histone acetyltransferase [44], p73 [45], E2F1 [46], the DNA repair factor Ku70 [47], NF-κB [37], and the androgen receptor [48] (Figure 3.2). SIRT1 is expressed in most mammalian somatic and germ tissues [49]. Sirt1 has been found to be upregulated in mouse lung carcinomas, lymphomas, soft-tissue sarcomas [36], human lung cancer [37–39], prostate cancer [40], and leukemia [50], and sometimes downregulated in colon tumors [30]. The histone targets of Sirt1 (K16-H4 and K9-H3) [41] have sometimes been found to be altered in different types of tumors. Cancer cells have a lower level of monoacetylated K16-H4 [13], and underacetylation of K9-H3 is associated with a higher risk of recurrence in prostate cancer [14]. Since Sirt1 can specifically deacetylate these positions, its upregulation in tumorigenesis could contribute to the establishment of the cancer-specific histone-modification profile [13,14]. In the case of monoacetylated K16-H4, Sirt1 acts mainly on the promoter genes [42]. Thus, the impact of Sirt1 alterations over global acetyl K16-H4 must be moderate. Actually, a substantial portion of K16-monoacetylated histones H4 lost in cancer cells might result from the acetylation of other lysines of the histone tail
and thus the increase of polyacetylated H4 isoforms [51]. The upregulation of Sirt1 in some tumor types and its relationships with proliferation and lifespan suggest that this NAD+-dependent deacetylase might be directly involved in tumorigenesis. The oncogenic potential of Sirt1 is indicated by its role in controlling many different molecular pathways in the cell. Probably the most direct association is its ability to deacetylate and inactivate the tumor-suppressor genes p53 and p73. Sirt1 can also inactivate a series of tumor-suppressor genes by deacetylation of K16-H4 at histones located within the promoters of these genes [42]. Sirt1 can also induce gene inactivation through the deacetylation of the transcriptional coactivators p300 and E2F1. The interaction with E2F1 can also contribute to tumorigenesis through the abolition of E2F1-dependent apoptosis [46]. SIRT1 deacetylates the DNA repair factor Ku70, thus inhibiting stress-induced apoptotic cell death, and promotes the long-term survival of irreplaceable cells [47], as occurs in cancer. Finally, Sirt1 may contribute to immortalization by inhibiting the ability of FOXOs to induce cell death [52]. In contrast, in some cases, like the hormonal control of androgen receptor [48] and the regulation of NF-κB [37], Sirt1 clearly shows antitumoral properties.

Sirtuin 2 (SIRT2) was identified for the first time using in silico and PCR cloning techniques [53]. Initially, it was reported to be cytoplasmic tubulin deacetylase [54]. Subsequently, its role in the control of cell-cycle progression [55] and, more recently, its involvement in the control of cell cycle progression through the deacetylation of K16-H4 at a global level [56] have been demonstrated. Changes of AcK16-H4 during the cell cycle have been widely reported, represented by a notable drop in the G2/M phase [13,56,57]. Before mitosis, chromatin needs to be deacetylated at K16-H4, most probably in order to produce the compact chromatin fiber of metaphase chromosomes [58]. Sirt2 could be responsible for most of this global H4-K16 deacetylation [56]. To recover the standard chromatin status and complete the cell cycle, H4-K16 must be re-acetylated, and the candidate for achieving this is the K16-H4-specific histone acetyltransferase hMOF [59]. There is functional evidence to support these statements: overexpression of Sirt2 leads to a decrease of acetyl K16-H4 and accumulation of cells in G2/M [55]; iRNA and knockouts of Sirt2 provoke an increase of acetyl K16-H4 and G0/G1 cell cycle arrest [56]; and iRNA of hMOF induces loss of acetyl K16-H4 and G2/M cell cycle arrest [60,61]. The loss of AcK16-H4 in transformed and proliferating cells [13] may be associated with the deregulation of Sirt2, but the alteration of this deacetylase during aging and cancer remains to be demonstrated. In fact, it has been reported recently that Sirt2 is frequently downregulated in human gliomas [62]. Subsequently, tubulin-dependent Sirt2 activity has been proposed as being a novel mitotic checkpoint that can prevent chromosomal instability [63]. Thus, Sirt2 may have a dual role in cancer, depending on the stress context and its primary molecular target.

For the trimethyl-H4K20 marker, the observed loss in cancer cells and the demonstration that knockout mice for the histone methyltransferase SUV39H are prone to developing cancer imply that HMTs for H4K20 could function as tumor-suppressor genes [4]. The loss of trimethylated K20-H4 in cancer can be caused by the loss of expression of the K20-H4-specific methyltransferase Suv4-20h [23,24], loss of the tumor suppressor RB [64,65], or deregulation of other histone-modifying enzymes. It is not known whether these histone-modifying enzymes are altered in cancer. The
increase of trimethylated K20-H4 in aged-like cells has been associated with defects in the nuclear lamina [66], but there is little information available about the molecular mechanism linking the nuclear laminas and the histone-modifying machinery. However, there is an association between alterations of the nuclear lamina and altered nuclear morphology [67]. In this regard, a recent study in mice reported that disruption of FACE1, a metalloprotease involved in prelamin A proteolytic maturation, is associated with premature aging and with the disruption of the integrity of the nuclear envelope [68]. It is not known whether lamin-dependent nuclear alterations are associated with epigenetic alterations in these transgenic mice. From the epigenetic standpoint, an altered nuclear morphology is also observed in DNA methyltransferase-deficient human cells [69].

A recent study has identified HDAC2 as another component of the epigenetic machinery that is targeted for mutational inactivation in human cancer [70]. This enzyme deacetylates various histone-tail lysines, including those with an altered acetylation profile in cancer. Cancers associated with microsatellite instability were chosen for study, with the aim of screening those tumors with the highest probability of carrying mutations in any gene. When the exonic repeats of numerous genes involved in DNA methylation and histone modification were analyzed, only HDAC2 featured an inactivating frameshift mutation [70]. In light of the increasing interest in a human cancer genome project, it would be informative to include in the sequencing effort all of the genes known to encode components of the epigenetic machinery [4].

3.6 HISTONE MODIFICATION AND PROLIFERATION

The previous sections have described how several sirtuin-dependent histone modifications can be involved in the control of cell growth. The potential role of sirtuins as proteins promoting cell proliferation is also supported by the use of sirtuin inhibitors. These are thought to possess anticancer activity [71] and to induce senescence-like growth arrest [72]. The first known sirtuin inhibitors were general inhibitors of NAD reactions—like the noncompetitive inhibitor nicotinamide [73,74]—and the more specific sirtuin inhibitors like splitomicin [75]. More recently, a considerable number of sirtuin inhibitors have been identified, including sirtinol [72], cambinol [71], dihydrocoumarin [76], and indoles [77]. Their common characteristic is that they have strong antiproliferative properties that depend on the increase of acetylation of nonhistone targets and the primary histone target K16-H4 [42]. Thus, the acetylation status of H4 seems to play an important role in cell growth [51]. Transformed cells present altered patterns of acetylated H4 [13] and, occasionally, of sirtuins [30,36–40], a family of H4-specific histone deacetylases [41]. Finally, nickel compounds, which are known to be carcinogenic, induce substantial histone H4 deacetylation [18,78]. Thus, a general rule is that inhibiting any type of HDAC activity increases global acetylation levels and has antitumoral activity.
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4.1 INTRODUCTION

DNA methylation plays a critical role in the control of gene expression regulation. Aberrant DNA methylation of promoter-associated CpG islands, and its associated aberrant epigenetic gene silencing, is currently considered a phenomenon functionally equivalent to physical genetic inactivation via mutations or deletions, and therefore it has a major role in oncogenesis. Reversal of aberrant DNA methylation, with agents with hypomethylating activity, results not only in gene expression reactivation but also in clinical anticancer activity, in particular in leukemias and myelodysplastic syndromes (MDSs). This is now being extensively studied in multiple human clinical trials.¹⁻⁴ Hypomethylating agents are either nucleoside analogs (e.g., 5-azacytidine),²
5-aza-2’-deoxycytidine,
5-flouro-2’-deoxycytidine,
1-β-d-arabinofuranosyl-5-azacytosine [fazarabine],
and 1-(β-d-ribofuranosyl)-1,2-dihydropyrimidin-2-one [zebulanine] or non-nucleoside analogs (e.g., MG98, RG108, tea polyphenol (-)-epigallocatechin-3-gallate, genestein, arsenic, hydralazine, procainamide, and psammaplin). Nucleoside analogs require DNA and/or RNA incorporation to exert their hypomethylating properties. However, this is not a prerequisite for non-nucleoside analogs. Currently, of all the above-mentioned hypomethylating agents, only two nucleoside analogs, 5-azacytidine and 5-aza-2’-deoxycytidine, are FDA approved for the therapy of hematological disorders, namely MDS. Both of those hypomethylating agents were initially developed as cytarabine derivatives with disappointing results. Later, with lower dose schedules, both drugs showed efficacy in MDS. Our aim in this chapter is to review the current knowledge on the therapeutic role of hypomethylating agents.

4.2 NUCLEOSIDE ANALOGS

4.2.1 5- AZACYTIDINE

4.2.1.1 Chemistry and Pharmacokinetics

5-Azacytidine was synthesized in the 1960s. Its anti-leukemic effect was first noted in 1968. The chemical name for 5-azacytidine is 4-amino-1-β-d-ribofuranosyl-1,3,5-triazin-2(1H)-one. 5-Azacytidine is uptaken into the cell by a nucleotide-specific transport system and activated by sequential phosphorylation to cytidine triphosphate (CTP). CTP is incorporated into RNA and DNA, forming irreversible covalent adducts with DNA methyltransferase (DNMT). The active compound CTP is degraded by deaminase. The pharmacokinetic characteristics of intravenous (IV) vs. subcutaneous (SQ) 5-azacytidine at a dose of 75 mg/m² were evaluated in six patients. The bioavailability of the SQ route was 89% of the IV route. The median half-life was 0.36 ± 0.02 and 0.69 ± 0.14 hours for the SQ and IV routes, respectively. Interestingly, 5-azacytidine clearance exceeded the glomelular filtration rate and total renal blood flow, which suggests other nonrenal elimination pathways. In a study using radioactive 5-azacytidine, 73–98% was excreted in urine, with <1% excretion in feces.

4.2.1.2 Clinical Experience with 5-Azacytidine in MDS and Leukemia

The Southwest Oncology Group (SWOG) conducted several early clinical trials in patients with relapsed/refractory acute leukemia. 5-Azacytidine was administered at doses ranging from 750 mg/m² to 1500 mg/m², given either as a bolus or by continuous intravenous infusion (CIV). Complete remission (CR) rates ranged from 0% to 24%, with myelosuppression and somnolence being the dose-limiting toxicities. Later, when the hypomethylating properties of low-dose 5-azacytidine were demonstrated, responses were seen in MDS patients with lower doses of azacytidine but not in acute leukemia. This was followed by several trials by the Cancer and Leukemia Group B (CALGB) in patients with MDS. In two phase II studies (protocols 8421 and 8921) and a randomized phase III trial (protocol 9221), 75 mg/m² 5-azacytidine was administered for 7 days every 28 days by CIV in protocol 8421 and
SQ in protocols 8921 and 9221. The classification of MDS has changed since those trials were published, so the authors have recently reanalyzed the data using the new World Health Organization (WHO) classification and the International Working Group (IWG) criteria for response (Table 4.1). A total of 118 patients were enrolled in the phase II studies (48 with IV and 70 with SQ).

In the IV study, all patients had either refractory anemia with excess blasts (RAEB) or RAEB in transformation, whereas in the SQ study, 16% of patients had either refractory anemia (RA) or RA with ringed sideroblasts (RARS). Response rates were comparable in both studies. In protocol 8421 with IV 5-azacytidine, the CR, PR (partial remission), and HI (hematological improvement) rates were 15%, 2%, and 27%, respectively. Similarly, in protocol 8921 with SQ 5-azacytidine, the CR, PR, and HI rates were 17%, 0%, and 23%, respectively.

After the encouraging results seen in the phase II studies, the CALGB initiated a randomized phase III trial: 191 patients were enrolled in the phase II studies (48 with IV and 70 with SQ). In the IV study, all patients had either refractory anemia with excess blasts (RAEB) or RAEB in transformation, whereas in the SQ study, 16% of patients had either refractory anemia (RA) or RA with ringed sideroblasts (RARS). Response rates were comparable in both studies. In protocol 8421 with IV 5-azacytidine, the CR, PR (partial remission), and HI (hematological improvement) rates were 15%, 2%, and 27%, respectively. Similarly, in protocol 8921 with SQ 5-azacytidine, the CR, PR, and HI rates were 17%, 0%, and 23%, respectively.

After the encouraging results seen in the phase II studies, the CALGB initiated a randomized phase III trial: 191 patients were enrolled in the phase II studies (48 with IV and 70 with SQ). In the IV study, all patients had either refractory anemia with excess blasts (RAEB) or RAEB in transformation, whereas in the SQ study, 16% of patients had either refractory anemia (RA) or RA with ringed sideroblasts (RARS). Response rates were comparable in both studies. In protocol 8421 with IV 5-azacytidine, the CR, PR (partial remission), and HI (hematological improvement) rates were 15%, 2%, and 27%, respectively. Similarly, in protocol 8921 with SQ 5-azacytidine, the CR, PR, and HI rates were 17%, 0%, and 23%, respectively.

The median time to acute myeloid leukemia (AML) transformation or death for patients receiving supportive care vs. 5-azacytidine was 12 vs. 21 months, respectively. When the data was reanalyzed using the IWG criteria, the overall response rate was 47% (CR 10%, PR 1%, and HI 36%) vs. 17% (HI 17%) in patients who received 5-azacytidine or supportive care only (with no crossover to 5-azacytidine), respectively. The median number of cycles to response was 3 cycles and the median duration of response was 5 cycles. Of the 65 packed red blood cell (PRBC) transfusion-dependent patients, 29 (45%) became transfusion independent with a median...
duration of 9 months. When results from both phase II and III studies with SQ 5-aza-cytidine were combined, the overall response rate was 44% (CR 13%, PR 1%, and HI 31%) in 169 patients. The most common nonhematological toxicity was nausea and vomiting, occurring in 4% of patients, with <1% treatment-related death.29

Because the study had a crossover design, it was difficult to evaluate the effects on overall survival (OS). A landmark analysis at 6 months showed median survival of an additional 18 months for 5-azacytidine-treated patients and 11 months for supportive care (p = 0.03).30,31 In addition, patients on the 5-azacytidine arm experienced statistically significantly greater improvement in fatigue, dyspnea, physical functioning, positive affect, and psychological distress than those in the supportive care arm.32 5-Azacytidine administration resulted in significant improvement of both time to AML transformation and OS in patients with high-risk MDS.33,34 In addition, 5-azacytidine benefited patients with AML. When data from the three CALGB trials were reanalyzed using the WHO criteria, the percentage of patients with AML was 52%, 37%, and 27% in protocols 8421, 8921, and 9221 (azacytidine arm), respectively. The response rate (CR and PR) ranged from 7% to 16% according to the MDS IWG criteria.28 This benefit was also observed in a retrospective review by Sudan et al. Of 20 patients with AML who had received 5-azacytidine, 9 (45%) achieved a CR (20%) or PR (25%) by IWG AML response criteria.35 The median response duration was 8 months and the overall survival was significantly longer in responders (15+ vs. 2.5 months).36 Although both studies were retrospective analyses, they do suggest that patients who are not candidates for intensive chemotherapy can respond to 5-azacytidine therapy.

One of the major logistical problems with the 5-azacytidine administration schedule has been the 7-day regimen, which requires weekend injections. To investigate the necessity of the weekend injections, Lyons et al. recently reported a randomized phase II study of three different dose schedules for 5-azacytidine: 106 patients were randomized to 5, 7, or 10 days of 5-azacytidine administration without weekend injections. Of those patients, 42% had RA and 30% had RAEB. Responses were equivalent in the three arms, with 71% of the 38 transfusion-dependent evaluable patients achieving transfusion independence. Hematological improvement was observed in 65%, 52%, and 55% in the 5, 7, and 10 day arms, respectively, suggesting that the 5-day schedule is as effective as the other two schedules.37 Currently, we are assessing the pharmacokinetic characteristics of oral 5-azacytidine. An oral formulation would be easier to administer and would also avoid the local skin reactions associated with the SQ injections. An IV formulation of 5-azacytidine was recently approved in the United States.

4.2.2 5-Aza-2’-Deoxycytidine

4.2.2.1 Chemistry and Pharmacokinetics

5-Aza-2’-deoxycytidine was synthesized around the same time as 5-azacytidine. Its chemical name is 4-amino-1-(2-deoxy-β-d-erythro-pentofuranosyl)-1,3,5-triazin-2(1H). 5-Aza-2’-deoxycytidine is uptaken into the cell by a nucleotide-specific transport system and activated by sequential phosphorylation to dCTP.18 dCTP is incorporated only into DNA, forming irreversible covalent adducts with DNMT. The
active compound dCTP is degraded by deaminase. Unlike 5-azacytidine, 5-aza-2' deoxycytidine is not incorporated into RNA. Because of lack of reproducible methodology until recently, there have been few pharmacokinetic studies of 5-aza-2' deoxycytidine. In a recent study using the 3-hour infusion of 5-aza-2' deoxycytidine 15 mg/m² over 3 hour infusion every 8 hours for 3 days, the peak plasma concentration was 49.0 ± 22.2 ng/mL and 62.7 ± 45.2 in the first and second cycles, respectively, with no change in pharmacokinetics between the first and second cycle. In another phase I study using one dose between 25 and 100 mg/m² infused over 1 hour separated by 7-hour intervals, there were no detectable serum levels in most patients receiving doses between 25 and 60 mg/m². However, between 75 and 100 mg/m², the peak plasma concentrations were 0.93 and 2.01 µM, respectively. The half-life was 7 min in the initial phase and 35 min in the second phase. 5-Aza-2' deoxycytidine is rapidly metabolized in the liver, with <1% urinary excretion, and effectively crosses the blood–brain barrier, with a cerebrospinal fluid concentration of 58% of the plateau plasma level in dogs.

4.2.2.2 Clinical Experience with 5-Aza-2' Deoxycytidine in MDS and Leukemia

The initial phase I studies defined the maximum tolerated dose (MTD) of the drug as between 1500 and 2250 mg/m². Considering the hypomethylating effects of 5-aza-2' deoxycytidine and the possibility that a lower dose may be more efficacious in exploiting that effect, Zagonel et al. evaluated two low-dose regimens in MDS patients: 45 mg/m² infused over 4 hours daily × 3 days and 50 mg/m² CIV daily × 3 days. Ten patients with advanced MDS were treated. The overall response rate was 50%, with four patients achieving CR. The median duration of CR was 11 months (10 to 14+ months). Both regimens were well tolerated, with 50% of patients experiencing transient marrow hypoplasia. Another phase I study by Issa et al. attempted to identify the lowest effective biological dose (Table 4.2). 5-Aza-2' deoxycytidine was administered in doses ranging from 5 to 20 mg/m² over 1 hour. The duration of therapy ranged from 10 to 20 days, with total dose per course ranging from 50 to 300 mg/m². Fifty patients were enrolled: 35 with AML, 7 with MDS, 5 with chronic myeloid leukemia (CML), and 1 with acute lymphocytic leukemia (ALL). The overall response rate was 32%. Responses were observed in 11 of the 17 (67%) patients enrolled on the 15 mg/m² × 10 days dose. Of interest, response rates dropped at dose levels below or above 15 mg/m² × 10 doses indicating a narrow dose range of activity. In the initial phase II study by Wijermans et al., 5-aza-2' deoxycytidine was administered at a dose of 50 mg/m² every 24 hrs × 3 days every 6 weeks in 29 elderly patients with high-risk MDS. The response rate was 54% (CR 28% and PR 26%), with a median response duration of 31 weeks. This led to a multi-institutional phase II trial. In that study 66 patients with MDS were treated with 5-aza-2' deoxycytidine at a dose of 15 mg/m² over 4 hours IV every 8 hours daily × 3 days every 6 weeks. The overall response rate was 49% (CR 20%, PR 4%, and 24% HI) (Table 4.2). The induction mortality was 8%. Major cytogenetic responses were observed in 31% of patients with abnormal cytogenetics at initial presentation. Patients who achieved a complete cytogenetic remission had a statistically
significantly better survival compared to those who did not (24 vs. 11 months, p = .02). Platelet responses were reported in the three consecutive phase II trials separately. Of the 126 thrombocytopenic patients, 58% (47% major HI and 11% minor HI) achieved a response after one cycle of therapy. The median survival for patients with either stable or rising platelet counts (13 and 25 months, respectively) was better than for patients with decreasing counts (4 months).

The encouraging phase II results described above led to a multi-institutional randomized phase III trial in the United States. 5-Aza-2'-deoxycytidine was administered at a dose of 15 mg/m² IV over 4 hours every 8 hours daily × 3 days every 6 weeks (Table 4.2). One hundred seventy patients were randomized to 5-aza-2'-deoxycytidine with best supportive care vs. supportive care only. Of the patients on the 5-aza-2'-deoxycytidine arm, 61 (69%) were intermediate-2/high risk by IPSS and 74% were transfusion dependent. The median number of cycles administered was three (range: 0–9). The overall response rate was 30% (9% CR, 8% PR, and 13% HI). The median time to AML or death was not statistically different in both groups (12.1 vs. 7.8 months). However, subgroup analysis revealed a longer median time to AML transformation or death in patients with de novo MDS (12.6 vs. 9.4 months, p = .04), patients with high-risk MDS (9.3 vs. 2.8 months, p = .01), and patients who were treatment naive (12.3 vs. 7.3 months, p = .08). In addition, responding patients had a longer median time to AML progression or death (17.5 vs. 9.8 months, p = .01). The incidence of death was lower on the 5-aza-2'-deoxycytidine arm compared to the supportive care arm (14 vs. 22%). Therapy was very well tolerated, with myelosuppression being the most common side effect. The incidences of grade III or IV hematological adverse events were as follows: neutropenia (87%), thrombocytopenia (85%), febrile neutropenia (23%), and leukopenia (22%), with a decreasing incidence over the first four cycles. Other grade III or IV nonhematological toxicities included

<table>
<thead>
<tr>
<th>Study</th>
<th>n</th>
<th>Dose</th>
<th>CRn (%)</th>
<th>PRn (%)</th>
<th>HI (%)</th>
<th>ORn (%)</th>
<th>MR (m)</th>
<th>MS (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wijermans⁵⁰</td>
<td>29</td>
<td>50 mg/m²/day for 72 hrs q 6 wks</td>
<td>8 (27)</td>
<td>5 (17)</td>
<td>2 (6)</td>
<td>15 (54)</td>
<td>8.2</td>
<td>10</td>
</tr>
<tr>
<td>(Phase II)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wijermans⁵⁰</td>
<td>66</td>
<td>15 mg/m² over 4 hrs q 8 hrs × 3d q 6 wks</td>
<td>13 (20)</td>
<td>3 (4)</td>
<td>16 (24)</td>
<td>32 (49)</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>(Phase II)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kantarjian⁵³</td>
<td>89</td>
<td>15 mg/m² over 3hrs q 8 hrs × 3d q 6 wks</td>
<td>8 (9)</td>
<td>7 (8)</td>
<td>12 (13)</td>
<td>27 (30)</td>
<td>10.3</td>
<td>14</td>
</tr>
<tr>
<td>(Phase III)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kantarjian⁵⁴</td>
<td>115</td>
<td>20 mg/m² IV × 5 d q 4 wks</td>
<td>40 (35)</td>
<td>2 (2)</td>
<td>26 (22)</td>
<td>80 (70)</td>
<td>20</td>
<td>22</td>
</tr>
<tr>
<td>(Phase II)</td>
<td></td>
<td>20 mg/m² SQ × 5 d q 4 wks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10 mg/m² IV × 10 d q 4 wks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

n: number of patients; CR: complete remission; PR: partial remission; HI: hematological improvement; OR: overall response; MR: median response; MS: median survival; m: months; NA: not available
pneumonia (15%), hyperbilirubinemia (6%), and constipation (2%). This study led to the approval of 5-aza-2'-deoxycytidine in the United States.

Following the initial phase I studies of low-dose 5-aza-2'-deoxycytidine in advanced leukemia, researchers at the M.D. Anderson Cancer Center conducted a phase II study of different low-dose schedules of 5-aza-2'-deoxycytidine. They used a 5-aza-2'-deoxycytidine low dose of 100 mg/m² per course. Eligible patients were randomized following a Bayesian adaptive design to one of three arms: (1) 20 mg/m² IV over 1 hour daily × 5 days; (2) 20 mg/m² daily × 5, given in two SQ doses daily × 5; or (3) 10 mg/m² IV over 1 hour daily × 10. Regimen #1 had the best response rate, and 84 of the 115 patients were enrolled on that arm. Cycles were repeated every 4 weeks regardless of counts as long as there was evidence of residual marrow disease and no life-threatening complications. With a median follow-up time of >14 months, the median number of cycles was 7 (range: 1–23). The overall response rate by the modified IWG criteria was 80%, with 40 patients (35%) achieving CR. Median survival was 22 months, with an estimated 2-year survival of 47%. Complete cytogenetic response occurred in 24 of 69 patients with pretreatment cytogenetic abnormalities. Clinically insignificant transient elevations of alanine aminotransferase (ALT) or aspartate aminotransferase (AST) occurred in 4% of patients. Hospitalization for myelosuppression-related symptoms was necessary in 14% of courses; however, 34% of patients were never hospitalized. Responses have also been observed on retreatment with 5-aza-2'-deoxycytidine in patients who had previously responded to 5-aza-2'-deoxycytidine. 5-Aza-2'-deoxycytidine has shown clinical activity in CML as well. A recently published phase II study enrolled 35 patients with imatinib-resistant CML: 12 in chronic phase, 17 in accelerated phase, and 6 in blastic phase. The administration schedule was 15 mg/m² IV over 1 hour daily, 5 days a week for 2 weeks. The overall hematologic response rate was 54% (CHR 34% and PHR 20%), and 6 patients achieved a complete cytogenetic response. Median response duration was 3.5 months (range: 2 to 13+ months).

4.2.3 Other Nucleoside Analogos

Dihydroazacytidine was developed to overcome the instability of 5-azaacytidine in solution. It was extensively evaluated in several phase I and II studies with little efficacy and its development was abandoned. Similarly, fazarabine, another nucleoside analog that had undergone extensive phase I and II evaluation, showed no proven clinical efficacy and its development was abandoned. Of note, both drugs were evaluated at their MTD and neither was evaluated at low doses.

4.3 Hypomethylating Agents in Solid Tumors

Results of hypomethylating agents in the therapy of solid tumors have been disappointing, with several trials reporting little to no activity. With 5-aza-2'-deoxycytidine, one study enrolled 101 patients with various tumor types (colorectal cancer, melanoma, squamous cell carcinoma of the head and neck, and renal cell carcinoma), and only 1 patient with malignant melanoma had a PR. 5-Aza-2'-deoxycytidine has been tested alone, in combination with cisplatin, and as a low-dose continuous...
Infusion in patients with non-small cell lung cancer (NSCLC) with no significant responses. Interestingly, in a follow-up analysis of the study by Momparler et al., they reported on six patients who had received 2–5 cycles of 5-aza-2′-deoxycytidine. Although none of the patients had an objective response, three patients survived more than 15 months, suggesting some benefit in the form of disease stabilization.

Similarly, 5-azacytidine was extensively evaluated in several phase II studies using different schedules and doses. Three large phase II studies enrolled patients with various refractory tumors. In total, 551 patients were enrolled and 459 were evaluable. 5-Azacytidine was administered as a bolus in all three studies, with toxicity being severe nausea, vomiting, and myelosuppression. In one study, when the investigators noted the severe nausea and vomiting, 5-azacytidine was administered by CIV to 29 patients. They noted an increase in myelosuppression in those patients with almost no gastrointestinal toxicity. In all three studies 16 patients had short-lived responses. Other phase II studies evaluated the efficacy of 5-azacytidine in specific tumor types such as gastrointestinal tumors, testicular tumors, bone sarcoma, and malignant melanoma, with little to no activity. Based on that, it can be concluded that 5-azacytidine is not an active agent in solid tumors with the dose and schedule used in those studies. Dihydroazacytidine, the 5-azacytidine derivative, had an unusual dose-limiting toxicity (DLT) of pleuritic chest pain in the phase I study. It was hypothesized that it would be effective in patients with malignant mesothelioma. And in fact, it did show some activity in patients with malignant mesothelioma as a single agent when administered at or close to the MTD, but no increase in efficacy was observed when combined with cisplatin. It has also been evaluated in patients with NSCLC and malignant melanoma with little to no activity. Fazarabine has also been evaluated in several solid tumors, with no activity. As previously mentioned, neither drug is being actively developed.

### 4.4 Hypomethylating Agents as Immunomodulators

In malignant melanoma and renal cell carcinoma, interleukin-2 activates cell apoptosis through stimulation of lymphocytes. It has been previously shown that malignant cells develop resistance either by downregulating HLA or by decreased expression of apoptotic proteins. A phase I study was conducted in which 5-aza-2′-deoxycytidine was administered prior to IL-2, with the aim of inducing protein reexpression and hence enhancing cytotoxicity of IL-2. The investigators showed that the combination was safe; there was an increase in Hb F and a decrease in DNA methylation. Major responses were seen in 23% of patients, which is comparable to the response rates observed with IL-2 alone.

### 4.5 Hypomethylating Agents in Nonmalignant Hematological Disorders

5-Azacytidine was able to induce gamma globin synthesis both in vitro and in vivo in anemic baboons. Building on that research, several investigators conducted small studies evaluating the ability of hypomethylating agents to induce gamma globin synthesis and consequently Hb F production in patients with thalassemia and sickle...
cell anemia. In the first reported case, 5-azacytidine was administered to a patient with thalassemia. The patient experienced an improvement in his hemoglobin as well as hypomethylation of bone marrow DNA near both the gamma globin and epsilon globin gene. A similar effect was seen in a patient with sickle cell disease. This was followed by several small studies in patients with sickle cell disease (SSD), and the findings were confirmed. Similarly, 5-aza-2'-deoxycytidine was evaluated in a phase I/II study in which eight patients with SSD received 5-aza-2'-deoxycytidine 0.2 mg/kg SQ 1–3 times per week in two cycles of 6 weeks’ duration. The hemoglobin increased from a mean of 7.6 g/dl to 9.6 g/dl (p < .001). More importantly, the hemoglobin F increased from 6.5 to 20.4% (p < .0001). Again these findings were confirmed in other small studies. Due to safety concerns about the long-term toxicity of these agents, they have not been employed in the therapy of patients with hemoglobinopathies. Further studies are needed to evaluate the long-term toxicity of such therapy in these patients.

4.6 COMBINATION OF DNA METHYLATION INHIBITORS WITH HISTONE DEACETYLASE INHIBITORS

Histone acetylation leads to an open chromosome configuration and consequently to gene transcription and cell differentiation. Several enzymatic activities control this process of histone acetylation/deacetylation. Currently, several compounds with histone deacetylase (HDAC) inhibitor properties are undergoing clinical evaluation in the treatment of MDS. A synergistic effect of demethylation and histone acetylation in reexpression of genes was first reported by Cameron et al. using trichostatin and 5-aza-2'-deoxycytidine. A similar in vitro synergistic effect with 5-aza-2'-deoxycytidine and valproic acid (VPA) was observed. A phase I/II study to evaluate the MTD and efficacy of 5-aza-2'-deoxycytidine and VPA in patients with AML or MDS has been conducted. Patients participating in phase I of the study received a fixed dose of 5-aza-2'-deoxycytidine, 15 mg/m², over 1-hour IV infusion daily × 10 days with escalating doses of VPA (25, 35, and 50 mg/kg daily for 10 days) concomitantly with 5-aza-2'-deoxycytidine. The MTD of valproic acid was 50 mg/kg for 10 days. The median age was 60, and most patients had AML (89%). Of 53 evaluable patients, 12 responded, with 10 achieving CR and 2 achieving CRp (CR with incomplete platelet recovery). Of the previously untreated patients, 50% responded (5 of 10 patients). The median remission duration was 7.2 months (range: 1.3 to 12.6 months) (Table 4.3). The combination of 5-azacytidine, VPA, and all-trans retinoic acid (ATRA) in high-risk MDS (=10% blasts), relapsed/refractory AML, and patients >60 years with untreated AML has also been evaluated. A fixed dose of 5-azacytidine was used: 75 mg/m² SQ daily × 7. The ATRA dose was 45 mg/m² PO daily × 5 starting on day 3 of 5-azacytidine, with dose escalation of the VPA. The MTD was 50 mg/kg daily × 7. Of the 31 evaluable patients, 9 achieved CR (ANC 10⁹/L, platelets 100 × 10⁹/L, and marrow blasts =5%) and 3 achieved CRp, with an overall response (OR) of 39% (Table 4.4). Of the 18 patients treated at the MTD, 9 responded (50%). To assess the hypomethylating effect of 5-azacytidine, the LINE test was used. Histone acetylation and transient global hypomethylation were observed, but no correlation was seen between degree of hypomethylation and
response. Higher levels of VPA were found in responders. Another combination therapy of hypomethylating agents and HDAC has been recently reported: 5-aza-deoxycytidine and phenylbutarate. Of the 32 patients enrolled, 13 patients had MDS, 1 CMML, 15 AML-TLD (MDS-AML), and 3 relapsed AML. Of 29 evaluable patients, 11 responded (4 CR, 1 PR, and 4 major HI). Using this combination, all responding patients showed evidence of p15 demethylation, whereas none of the nonresponders had any demethylation. In addition, 5-azacytidine induced histone deacytelation, which has not been shown with 5-aza-2′-deoxycytidine.\(^\text{106}\) The combination of 5-azacytidine and VPA has also been evaluated in a phase I study in patients with solid tumors.\(^\text{107}\) In that study, 4 of 22 patients experienced stable disease, albeit for a short duration. MGCD0,\(^\text{103}\) another HDACi, is currently being evaluated at our institution in combination with 5-azacytidine.\(^\text{108}\) In the phase I/II trial, the combination appears to be safe and effective, with 2 of 12 patients responding to therapy.

### TABLE 4.3
**Clinical Activity of the Combination of 5-Aza-2′-Deoxycytidine and Valproic Acid (VPA) by VPA Dose**

<table>
<thead>
<tr>
<th>VPA dose</th>
<th>N</th>
<th>CR</th>
<th>CRp</th>
<th>OR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 mg/kg</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>33</td>
</tr>
<tr>
<td>35 mg/kg</td>
<td>9</td>
<td>1</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>50 mg/kg</td>
<td>41</td>
<td>8</td>
<td>2</td>
<td>23</td>
</tr>
<tr>
<td>Total</td>
<td>53</td>
<td>10</td>
<td>2</td>
<td>22</td>
</tr>
<tr>
<td>Untreated AML/MDS</td>
<td>10</td>
<td>4</td>
<td>1</td>
<td>50</td>
</tr>
</tbody>
</table>

N: number of patients; CR: complete remission; CRp: complete remission without complete platelet recovery; OR: overall response; AML: acute myeloid leukemia; MDS: myelodysplastic syndrome

### TABLE 4.4
**Clinical Activity of the Combination of 5-Azacytidine, Valproic Acid (VPA) and All-Trans Retinoic Acid (ATRA) by VPA Dose**

<table>
<thead>
<tr>
<th>VPA (mg/kg)</th>
<th>N</th>
<th>CR</th>
<th>CRp</th>
<th>OR %</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>18</td>
<td>7</td>
<td>2</td>
<td>50</td>
</tr>
<tr>
<td>62.5</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>75</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>33</td>
</tr>
<tr>
<td>Total</td>
<td>31</td>
<td>9</td>
<td>3</td>
<td>38</td>
</tr>
<tr>
<td>Untreated AML/MDS &gt;60 years</td>
<td>16</td>
<td>7</td>
<td>2</td>
<td>56</td>
</tr>
</tbody>
</table>

N: number of patients; CR: complete remission; CRp: complete remission without complete platelet recovery; OR: overall response
4.7  IN VITRO EFFECTS OF NUCLEOSIDE ANALOG HYPMETHYLATING AGENTS

The hypomethylating properties of cytosine derivatives were first noted by Jones and Taylor. In that study, cytidine analogs containing a modification at the 5 position induced myocyte differentiation in mouse embryo cells after a 24-hour incubation period. However, this effect was seen neither with cytarabine nor with 6-azacytidine. These nucleoside analogs are incorporated into DNA, RNA, or both. This leads to the formation of irreversible DNA–DNMT adducts. It is postulated that hypomethylating agents have two mechanisms of action. At high doses the DNA–DNMT adducts trigger apoptosis and cell death. However, at lower doses DNA hypomethylation is induced, a process that is dependent on cell division. Two important observations were noted: first, hypomethylation occurred at narrow concentrations between 2 and 5 µm, with decreased differentiation at levels both lower and higher than that; second, the differentiation effect occurred after 8 to 11 cell divisions. Interestingly, this recapitulates clinical observations, as best responses with either 5-azacytidine or 5-aza-2'-deoxycytidine are often observed after 4 to 6 cycles of therapy. As a consequence in global and gene-specific DNA hypomethylation, reexpression of cell differentiation, antiangiogenesis, antiproliferative, hormone receptor, and proapoptotic genes can occur. In addition, hypomethylating agents reexpress tumor-associated antigens, leading to improved immune recognition, a mechanism that has been exploited together with immunotherapy in the treatment of cancer. A new nucleoside analog, zebularine, was originally synthesized as a cytidine deaminase inhibitor. Its hypomethylating properties were subsequently recognized and tested in vitro and in animal models. It is an attractive new DNMT inhibitor because it is stable and can be administered orally. In mice, zebularine administered by oral gavage induced DNA hypomethylation with shrinkage of the bladder tumors in those animals. Human trials with this compound have not been conducted yet.

4.8  IN VIVO EFFECTS OF NUCLEOSIDE ANALOG HYPMETHYLATING AGENTS

Several investigators have set out to study the hypomethylating effects of these compounds in vivo. Both global and gene-specific hypomethylation have been evaluated in several studies. Global hypomethylation was evaluated in 35 CML patients who received 5-aza-2'-deoxycytidine 15 mg/m² over 1 hour 5 days a week for 2 weeks. The methylation status of long interspersed nucleotide elements (LINE) quantified by bisulfite pyrosequencing was used as a surrogate for global DNA methylation prior to, on day 5, and on day 12 of therapy. This was measured in peripheral blood monocytes. Surprisingly, hypomethylation was less pronounced in responders than nonresponders. The authors explained this paradoxical finding by suggesting increased cell death by hypomethylation in responders, leading to the cell death of hypomethylated leukemic cells and consequently leading to overall less pronounced hypomethylation in those patients. Global and gene-specific hypomethylation were evaluated in a study of 10 patients with solid tumors in the peripheral whole blood.
5-Aza-2′-deoxycytidine was administered at a dose of 2 mg/m²/d for 168 hours. Both MAGE-1 and global DNA hypomethylation were induced, and recovery occurred by day 28–35. There was no correlation between response and hypomethylation because none of the patients responded.

In another study by Daskalakis et al., using a methylation-sensitive primer extension assay, p15 hypermethylation and expression in bone marrow samples was reversed by 5-aza-2′-deoxycytidine. Of 19 evaluable patients, 12 exhibited hypermethylation of p15 prior to therapy. Of those, 9 had a decrease of p15 promoter methylation and all 9 responded to therapy. However, 4 of the 7 patients with no evidence of p15 promoter hypermethylation prior to therapy also responded. Interestingly, p15 expression (measured by immunohistochemistry) was reversed in 4 of 8 patients with no expression prior to therapy. This finding was not reproduced in other studies.

In a study by Issa et al., no change in peripheral blood cell p15 methylation levels before and after 5-aza-2′-deoxycytidine therapy in MDS patients was seen. In addition, no correlation between p15 hypomethylation and response was observed. The difference between the two studies could be secondary to the less sensitive technique used and/or the evaluation of hypomethylation status in the peripheral blood as compared to the bone marrow. Using a more sensitive technique, the same investigators demonstrated a decrease in p15 methylation status, but again with no correlation to response. However, pretreatment p15 methylation levels correlated with response to therapy, with no patient with a p15 methylation level >25% responding to therapy, whereas 11 of 13 responding patients had a p15 methylation level <10% prior to therapy. Interestingly, the decrease in global DNA methylation was greater for responders than nonresponders in patients with CML receiving high-dose 5-aza-2′-deoxycytidine, while the opposite was true in acute leukemia patients receiving low-dose 5-aza-2′-deoxycytidine.

As for 5-azacytidine, in one study, escalating doses of 5-azacytidine were given in combination with phenylbutarate. In that study, the methylation status of the p15 and/or CDH-1 promoter region was examined using methylation-specific PCR. All six patients who showed reversal of the methylation status of one or both genes responded, whereas the six nonresponders did not show methylation reversal. In another study by Soriano et al., 5-azacytidine was given in combination with ATRA and VPA. Global hypomethylation decreased by day 7 and returned to baseline by day 0 of the next cycle (using the LINE test). However, there was no correlation with response (Table 4.5).

### 4.9 NON-NUCLEOSIDE ANALOGS

Following the realization of the hypomethylating properties and activities of the nucleoside analogs, several other non-nucleoside compounds were found to have DNMT inhibitor activity, including MG987, RG1088, tea polyphenol (-)-epigallocatechin-3-gallate, genistein, hydralazine, procainamide, arsenic trioxide, and psammaplin. RG108 [2-((1,3-dioxo-1,3-dihydro-2H-isooindol-2-yl)-3-(1H-indol-3-yl) propanoic acid] is currently the only known direct inhibitor of DNMT. It was identified by screening virtual databases for small molecules utilizing a three-dimensional model of the human DNMT-1 catalytic domain. Unlike nucleoside analogs, RG108
<table>
<thead>
<tr>
<th>Study</th>
<th>Disease</th>
<th>Drug</th>
<th>Sample</th>
<th>Global</th>
<th>Gene Specific</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LINE-1 Pyro</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>global Alu</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cytosine</td>
<td>p15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LINE-1</td>
<td>Alu</td>
<td>Cytosine</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pyro</td>
<td>COBRA</td>
<td>LC</td>
<td>Pyro</td>
</tr>
<tr>
<td>Yang⁴</td>
<td>CML/AML</td>
<td>DAC</td>
<td>PB</td>
<td>Pre vs. post</td>
<td>↓*</td>
</tr>
<tr>
<td>High dose</td>
<td></td>
<td></td>
<td></td>
<td>R vs. NR</td>
<td>NR&gt;R</td>
</tr>
<tr>
<td>Low dose</td>
<td>AML</td>
<td>R vs. NR</td>
<td></td>
<td>NR&gt;R</td>
<td></td>
</tr>
<tr>
<td>Issa⁶</td>
<td>CML</td>
<td>DAC</td>
<td>PB</td>
<td>Pre vs. post</td>
<td>↓*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R vs. NR</td>
<td>NR&gt;R</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R vs. NR</td>
<td>No difference</td>
</tr>
<tr>
<td>Week 1</td>
<td>Solid tumors</td>
<td>DAC</td>
<td>PB</td>
<td>Pre vs. post</td>
<td>—</td>
</tr>
<tr>
<td>Week 2</td>
<td></td>
<td></td>
<td></td>
<td>R vs. NR</td>
<td>No difference</td>
</tr>
<tr>
<td>Samlowski⁷⁸</td>
<td>Heme malig</td>
<td>DAC</td>
<td>PB</td>
<td>Pre vs. post</td>
<td>—</td>
</tr>
<tr>
<td>Issa⁴⁸</td>
<td></td>
<td></td>
<td></td>
<td>R vs. NR</td>
<td>No difference</td>
</tr>
<tr>
<td>Daskalakis¹</td>
<td>MDS</td>
<td>DAC</td>
<td>BM</td>
<td>Pre vs. post</td>
<td>—</td>
</tr>
<tr>
<td>Gore¹²³</td>
<td>MDS/AML</td>
<td>AZA/PBT</td>
<td>BM</td>
<td>Pre vs. post</td>
<td>—</td>
</tr>
<tr>
<td>Garcia-Manero¹⁰⁴</td>
<td>MDS/AML</td>
<td>DAC/VPA</td>
<td>PB</td>
<td>Pre vs. post</td>
<td>—</td>
</tr>
<tr>
<td>Gollob⁶⁶</td>
<td>Renal cancer</td>
<td>DAC/IL-2</td>
<td>PB</td>
<td>Pre vs. post</td>
<td>—</td>
</tr>
<tr>
<td>Soriano¹⁰⁵</td>
<td>MDS/AML</td>
<td>AZA/VPA/ATRA</td>
<td>PB</td>
<td>Pre vs. post</td>
<td>—</td>
</tr>
</tbody>
</table>

LINE: long interspersed element-1; DAC: 5-aza-2′-deoxycytidine; Pyro: pyrosequencing; PB: peripheral blood; PBT: phenylbutarate; BM: bone marrow; COBRA: combined bisulfite restriction analysis; LC: liquid chromatography; AZA: 5-azacytidine; VPA: valproic acid; IL-2: interleukin-2; Heme malig: hematological malignancies; MDS: myelodysplastic syndrome; AML: acute myeloid leukemia; ATRA: all-trans retinoic acid; R: responders; NR: nonresponders; *: statistically significant; #: no p value reported; $: p15 by Ms-SNuPE; ¥: p15 by COBRA; †: p15 by PCR
does not require DNA incorporation, hence has no cytotoxic effect, and thus may have fewer side effects when compared to nucleoside analogs.\textsuperscript{8,124}

Another method to inhibit DNMT activity is by antisense oligonucleotides. These are synthetic nucleic acids that hybridize with mRNA. This leads to either RNA destruction or transcription inhibition. MG98 is an antisense oligonucleotide that specifically hybridizes with and inhibits DNMT1 mRNA. In preclinical studies, MG98 was shown to specifically inhibit DNMT-1 with no effect on DNMT3a or b in multiple cell lines. In addition, MG98 induced reexpression of p16\textsuperscript{ink4a}, which was associated with growth inhibition of cells. This activity was confirmed in nude mice bearing the A549 human NSCL or Colo205 xenografts.\textsuperscript{125} In addition, the combination of MG98 and 5-aza-2-deoxycytidine was synergistic. This compound has been evaluated in both phase I and phase II studies, as detailed later.

Two studies have directly compared hypomethylating agents in vitro. In the study by Chuang et al.,\textsuperscript{126} only 5-aza-2′-deoxycytidine induced global and gene-specific DNA hypomethylation with reexpression of the p16 gene when compared to ECCG, procaine, and hydralazine. Similar results were seen by Stresemann et al.,\textsuperscript{124} who evaluated the effect of DNMT inhibitors in four cell lines (TK6, Jurkat, KG-1, and HCT116). Six DNMT inhibitors were compared: 5-azacytidine, 5-aza-2′-deoxycytidine, EGCG, RG108, zebularine, and procaine. The researchers assessed the cytotoxic effect of the different compounds by their ability to induce apoptosis, micronuclei formation, and the fraction of hypodiploid cells. All DNMT inhibitors other than RG108 had a cytotoxic and genotoxic effect. Utilizing a micellar electrokinetic capillary electrophoresis technique to analyze genomic DNA methylation, they found that all DNMT compounds exhibited hypomethylating properties except procaine and ECCG. However, only 5-azacytidine and 5-aza-2′-deoxycytidine induced gene-specific hypomethylation of the TIMP-3 gene, resulting in gene reexpression. In addition, only RG108 completely inhibited DNMT in a cell-free in vitro assay, which is in agreement with the fact that 5-azacytidine, 5-aza-2′-deoxycytidine, and zebularine require DNA incorporation for their activity. It remains to be seen whether the other hypomethylating agents will be beneficial clinically.

Two phase I studies were conducted by the National Cancer Institute of Canada. In one, MG98 was administered as a continuous infusion for 21 days every 28 days. In that study, the MTD was 80 mg/m\textsuperscript{2}/day with DLT mainly in the form of drug-related fatigue and transaminitis. There was no change in the methylation patterns of peripheral blood monocytes (PBMC), no increase in Hb F levels, and more importantly, no clinical responses.\textsuperscript{127} The second phase I trial evaluated a 2-hour infusion twice weekly schedule 3 out of 4 weeks. DLT, in the form of fever, rigors, and confusion, was reached at 360 mg/m\textsuperscript{2}/week. Again, there was no effect on methylation levels in PBMC, but there was one partial response in a patient with renal cell cancer.\textsuperscript{128} Based on these results, a phase II study was conducted in patients with renal cell cancer with the twice weekly schedule at 360 mg/m\textsuperscript{2}/d.\textsuperscript{129} With no responses seen in the first 17 patients, the trial was terminated early.
4.10 CONCLUSION

Hypomethylating agents are at the forefront of cancer research. Currently, two hypomethylating agents, 5-azacytidine and 5-aza-2’-deoxycytidine, are effective in the therapy of patients with MDS. However, the optimal dosing and schedule of these agents remains to be determined. In addition, the long-term toxicity remains unknown at this time, as several controversial reports have been published.95,130,131 Finally, the dose, sequence, and role of epigenetic drug combinations in other tumors remain to be elucidated.
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5.1 INTRODUCTION

Histone deacetylase inhibitors (HDACi) represent a novel class of anticancer compounds that inhibit tumor cell growth and/or survival by inducing cell cycle arrest at the G_1 or G_2/M phases, differentiation, or apoptosis, inhibiting angiogenesis and tumor cell metastasis, and activating the host immune response (1). Although several
HDACi are already in early phase clinical trials as single agents or in combination with other chemotherapeutic agents, their mechanism(s) of action remain largely undefined. Reports describing encouraging preliminary clinical results where HDACi exhibited potent antitumor efficacy with few or no side effects have prompted intense investigations into the molecular events that contribute to their antitumor activities. Since histone acetylation plays a fundamental role in chromatin remodeling and transcription, it was initially proposed that HDACi mediate their biological effects through the regulation of gene expression. More recently, it has been shown that acetylation regulates the activity of diverse nonhistone proteins and is important for other cellular processes that involve the DNA template, including mitosis, DNA replication, and DNA repair. These findings imply that HDACi may have a broader effect on cellular processes than originally understood, and establishing a molecular basis for the antitumor activities of HDACi will require an understanding of all of these pathways. Herein we describe the rationale behind the development of HDACi as novel anticancer compounds, the biological outcomes of HDAC inhibition, and the molecular mechanisms of HDACi-mediated antitumor activities.

5.2 HISTONE DEACETYLASE INHIBITORS (HDACi)

A large number of structurally diverse HDACi exist that have been purified from natural sources and synthetically developed. Interestingly, HDACi were initially identified based on their ability to induce differentiation of Friend erythroleukemia cells (2−4), and were only subsequently discovered to inhibit HDACs (5−7). HDACi can be divided into six classes based on their chemical structure (Figure 5.1):

1. Hydroxamic acid-derived compounds: trichostatin A (TSA), suberoylanilide hydroxamic acid (SAHA), m-carboxycinnamic acid bis-hydroxamide (CBHA), azelaic bishydroxamic acid (ABHA), LAQ824, LBH589, Oxamflatin, PXD101, scriptaid, pyroxamide, SK-7041, SK-7068, tubacin
2. Cyclic peptides: romidepsin (depsipeptide, FK228/FR901228), apicidin, CHAPs, Trapoxin
3. Short-chain fatty acids: valproic acid (VPA), phenylbutyrate, phenylacetate, AN-9 (Pivanex)
4. Benzamides: MS-275, CI-994
5. Ketones: trifluoromethyl ketone
6. Miscellaneous: Depudecin, MGCD-0103, SB-429201, SB-379872

5.2.1 STRUCTURAL BASIS OF THE ENZYME INHIBITORY ACTIVITY OF HDACi

With the exception of the Aoe-containing cyclic tetrapeptides, all HDACi appear to inhibit HDACs in a reversible fashion (8). The x-ray crystallographic structure of an HDAC homolog from the hyperthermophilic bacterium Aquifex aeolicus alone and in complex with the hydroxamate inhibitors TSA and SAHA have revealed the structure of the HDAC catalytic core, as well as the mechanism of HDAC inhibition at least by hydroxamic acids (9). The active site is an approximate 390-amino-acid region that is conserved across the HDAC family and consists of a curved tubular
FIGURE 5.1 Chemical structures of compounds representing the different classes of histone deacetylase inhibitors.
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pocket, two Asp-His charge-relay systems and a zinc binding site. The presence of a Zn$^{2+}$ ion bound to the zinc binding site is an essential component of the charge-relay system. HDACi bind inside the pocket of the active site and function by displacing the zinc ion, rendering the charge-relay system dysfunctional. Despite a wide variety of structural properties (Figure 5.1), all HDACi can be characterized by a common pharmacore, which consists of a metal binding domain that interacts with the active site, a linker domain that occupies the channel, and a surface recognition domain that interacts with residues on the rim of the active site (8). Consequently, it appears that the short-chain fatty acids, cyclic tetrapeptides, and electrophilic ketones similarly bind and inhibit HDACs in a manner consistent with the above mechanism (8). Interestingly, depsipeptide, which differs structurally from the other cyclic tetrapeptides, is a unique HDACi in that it is a prodrug that upon entering the cell is reduced to an active compound responsible for inhibiting HDAC activity (10). While it is clear that the antitumor activity of the benzamides correlates with inhibition of HDACs (11,12), the mechanism by which they inhibit HDACs has not been determined. It is not clear whether benzamide-induced HDAC inhibition occurs at the active site, and gene expression profiling studies suggest that the nature of their activity differs significantly from the hydroxamates (13).

5.2.2 Characteristics of HDACi Classes

5.2.2.1 Hydroxamic Acids

The hydroxamic acids constitute the largest class of HDACi (Table 5.1). TSA was the first member to be identified as an inhibitor of HDACs (6), and although it is a very potent compound, effective at nanomolar concentrations, it has poor metabolic stability. Accordingly, many related compounds belonging to this group have been developed (1,8,14) that exhibit nanomolar or micromolar potency and have longer half-lives and bioavailability (Table 5.1). These compounds have great therapeutic potential, with SAHA, LAQ824, LBH589, and PXD101 having been tested in clinical trials (Table 5.1). Recently SAHA received approval from the U.S. Food and Drug Administration (FDA) for the treatment of cutaneous T cell lymphoma (14). A large number of the hydroxamic acid class of HDACi have broad activity against most if not all class I and II HDACs. However, some have been developed that specifically inhibit select HDACs. For example, SK-7041 and SK-7068 preferentially inhibit the activities of HDAC1 and HDAC2 (15), tubacin selectively inhibits HDAC6 (16), and there is evidence to suggest that oxamflatin can inhibit HDACs that deacetylate histones but cannot inhibit the tubulin acetylation activity of HDAC6 (17).

5.2.2.2 Cyclic Peptides

The most potent and structurally complex class of HDACi are the cyclic tetrapeptides—a mix of synthetic and natural compounds that function at nanomolar concentrations (Table 5.1). This class may be further divided into two sub classes: those that irreversibly bind to and inhibit HDAC enzymes (Aoe-containing inhibitors, such as trapoxin A/B, chlamydocin, and HC-toxins) and those that are reversible inhibitors (without Aoe moiety, such as depsipeptide, apicidin, and CHAPs). In terms of HDAC specificity, depsipeptide reportedly possesses stronger activity against the
### TABLE 5.1
Characteristics of Histone Deacetylase Inhibitors

<table>
<thead>
<tr>
<th>HDACi</th>
<th>[range]</th>
<th>HDAC Specificity</th>
<th>Study Phase</th>
<th>Tumor Type</th>
<th>Number Studied</th>
<th>Responses Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phenyl butyrate</td>
<td>mM</td>
<td>Class I, II</td>
<td>I</td>
<td>Solid</td>
<td>75</td>
<td>CR [1], SD [9] (120–122)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(not HDAC6)</td>
<td></td>
<td></td>
<td></td>
<td>I AML/MDS 49 No CR or PR Haem. improvement [6] (123, 124)</td>
</tr>
<tr>
<td>Valproic acid</td>
<td>mM</td>
<td>Class I, II</td>
<td>I/II</td>
<td>AML/MDS</td>
<td>18</td>
<td>OR [8], PR [1] (125)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(not HDAC6)</td>
<td></td>
<td></td>
<td></td>
<td>I II AML/MDS 28 PR [1], SD [6] (126)</td>
</tr>
<tr>
<td>AN-9</td>
<td>μM</td>
<td>N/A</td>
<td>I</td>
<td>Solid</td>
<td>28</td>
<td>PR [1], SD [6] (126)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>NSCLC</td>
<td>47</td>
<td>PR [3], SD [14] (127)</td>
</tr>
<tr>
<td>SAHA (vorinostat)</td>
<td>μM</td>
<td>Class I, II</td>
<td>I</td>
<td>Solid/Haem</td>
<td>37</td>
<td>Tumor regression [4] (128)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I</td>
<td>Solid + Haem</td>
<td>73</td>
<td>OR [6], CR [1], PR [3] (129)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I</td>
<td>AML/MDS</td>
<td>41</td>
<td>OR [9], CR [1], CRp [2] (130)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I/II</td>
<td>Haem</td>
<td>35</td>
<td>CR [1], PR [4] (131)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I</td>
<td>Mesothelioma</td>
<td>13</td>
<td>PR [2] (132)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>CTCL</td>
<td>74</td>
<td>OR [22] (116)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>CTCL</td>
<td>33</td>
<td>PR [8] (117)</td>
</tr>
<tr>
<td>LAQ824</td>
<td>nM</td>
<td>Class I, II</td>
<td>I</td>
<td>Haem</td>
<td>21</td>
<td>CR [1], SD [6] (133)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I</td>
<td>Solid</td>
<td>28</td>
<td>SD [3] (134)</td>
</tr>
<tr>
<td>LBH589 (panobinostat)</td>
<td>nM</td>
<td>Class I, II</td>
<td>I</td>
<td>Solid</td>
<td>13</td>
<td>SD [6] (135)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I</td>
<td>CTCL</td>
<td>11</td>
<td>CR [2], PR [3], SD [2] (119)</td>
</tr>
</tbody>
</table>
TABLE 5.1 (CONTINUED)
Characteristics of Histone Deacetylase Inhibitors

<table>
<thead>
<tr>
<th>HDACi</th>
<th>Concentration</th>
<th>HDAC Specificity</th>
<th>Study Phase</th>
<th>Tumor Type</th>
<th>Number Studied</th>
<th>Responses Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>PXD-101</td>
<td>μM</td>
<td>Class I, II</td>
<td>I</td>
<td>AML/ALL/MDS</td>
<td>15</td>
<td>Transient reduction in blood blasts [8] (136)</td>
</tr>
<tr>
<td>CBHA</td>
<td>μM</td>
<td>N/A</td>
<td>I</td>
<td>Haem</td>
<td>11</td>
<td>PR [1], SD [1] (137)</td>
</tr>
<tr>
<td>Scriptaid</td>
<td>μM</td>
<td>N/A</td>
<td>I</td>
<td>Haem</td>
<td>11</td>
<td>N/A</td>
</tr>
<tr>
<td>Pyroxamide</td>
<td>μM</td>
<td>Class I</td>
<td></td>
<td>Solid/Haem</td>
<td>32</td>
<td>N/A</td>
</tr>
<tr>
<td>ABHA/SBHA</td>
<td>μM</td>
<td>N/A</td>
<td>I</td>
<td>Solid/</td>
<td>32</td>
<td>No CR or PR, SD [11] (146)</td>
</tr>
<tr>
<td>SK-7041/SK-7068</td>
<td>nM</td>
<td>HDACs 1, 2</td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CG-1521</td>
<td>μM</td>
<td>N/A</td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Tubacin</td>
<td>μM</td>
<td>HDAC6</td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Romsidepsin</td>
<td>nM</td>
<td>Class I</td>
<td>I</td>
<td>Solid</td>
<td>37</td>
<td>PR [1] (renal cell) (138)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I</td>
<td>Solid</td>
<td>33</td>
<td>No CR or PR (139)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I</td>
<td>CLL/AML</td>
<td>20</td>
<td>No CR or PR (140)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>CTCL</td>
<td>28</td>
<td>CR [2], PR [8], SD [16], pruritis improved in 45% (141)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>CTCL</td>
<td>27</td>
<td>CR [3; Sezary], PR [7] (118)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>PTCL</td>
<td>26</td>
<td>CR [3], PR [3] (118)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>RAI-resistant thyroid</td>
<td>14</td>
<td>Reversal of RAI resistance [1], SD [4] (142)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>Hormone refractory prostate</td>
<td>21</td>
<td>Radiological PR [1], fall in PSA [3], SD [6] (143)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>Advanced Colorectal</td>
<td>24</td>
<td>No CR or PR, SD [4] (144)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>Multiple myeloma</td>
<td>12</td>
<td>SD [11] (145)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I</td>
<td>Paed. solid</td>
<td>24</td>
<td>No CR or PR, SD [3] (146)</td>
</tr>
<tr>
<td>HDACi</td>
<td>[range]</td>
<td>HDAC Specificity</td>
<td>Study Phase</td>
<td>Tumor Type</td>
<td>Number Studied</td>
<td>Responses Observed</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>------------------</td>
<td>-------------</td>
<td>---------------------</td>
<td>----------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Trapoxin</td>
<td>nM</td>
<td>Class I, II</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apicidin</td>
<td>nM</td>
<td>HDAC1, 3, not 8</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHAPs</td>
<td>nM</td>
<td>Class I</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS-275</td>
<td>µM</td>
<td>HDACs 1, 2, 3, 8</td>
<td>I</td>
<td>Solid</td>
<td>17</td>
<td>PR [1, melanoma], SD (3) (147)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I</td>
<td>Solid lymphoma</td>
<td>30</td>
<td>No CR or PR, SD [15] (25)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I</td>
<td>AML</td>
<td>22</td>
<td>PR [2, SD [7] (148)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>Metastatic melanoma</td>
<td>28</td>
<td>No CR or PR, SD [7] (149)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I</td>
<td>Advanced malignancies</td>
<td>16</td>
<td>SD [2] (150)</td>
</tr>
<tr>
<td>CI-994</td>
<td>µM</td>
<td>N/A</td>
<td>I</td>
<td>Solid</td>
<td>53</td>
<td>PR [1, SD [3] (151)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>NSCLC</td>
<td>29</td>
<td>PR [2], SD [8] (152)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>Renal cell</td>
<td>48</td>
<td>SD [26] (153)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>Pancreatic</td>
<td>15</td>
<td>No CR or PR, SD[2] (154)</td>
</tr>
<tr>
<td>MGCD0103</td>
<td>N/A</td>
<td>Class I</td>
<td>I</td>
<td>Leuk/MDS</td>
<td>20</td>
<td>Marrow responses [3] (155)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I</td>
<td>Solid</td>
<td>28</td>
<td>SD [4] (156)</td>
</tr>
<tr>
<td>Depudecin</td>
<td>µM</td>
<td>Class I</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

class I HDACs 1 and 2 than against the class II HDACs 4 and 6 (10), whereas apicidin can inhibit HDACs 1 and 3 but not HDAC8 (18). CHAP1 is reportedly less active against HDAC6 than HDAC1, and HDAC6 and HDAC10 are resistant to trapoxin, possibly due to the presence of their two catalytic domains (19,20).

5.2.2.3 Short-Chain Fatty Acids

The short-chain fatty acids are the least potent inhibitors, possess a short half-life, and may possess other targets in addition to HDACs (21,22). Nonetheless, this class of HDACi is being used in the clinic alone and in combination with other agents for the treatment of cancer (Table 5.1). The butyrates can inhibit class I and II HDACs, although these agents do not suppress the tubulin deacetylase activity of HDAC6 (17). VPA is a class I selective HDACi (23) and, in addition to inhibiting the enzymatic activity of HDACs, induces proteasomal degradation of HDAC2 (24).

5.2.2.4 Benzamides

The benzamides are less potent HDACi than the hydroxamate and cyclic tetrapeptide inhibitors but are more potent than the short-chain fatty acids (Table 5.1). Both MS-275 and CI-994 are active at micromolar concentrations, and MS-275 has a particularly long in vivo half-life (t_{1/2} = 39–80 hrs) compared to all other HDACi (25). The HDAC specificity of CI-994 has not yet been defined, but MS-275 preferentially inhibits HDAC1, is less active against HDAC3, and only marginally inhibits HDAC8 (26).

5.2.2.5 Ketones

Electrophilic ketones function at submicromolar concentrations but possess inferior metabolic stability to most other HDACi classes (27). The enzyme specificity of electrophilic ketones has not yet been defined.

5.3 BIOLOGICAL EFFECTS OF HDACi

HDACi can induce diverse biological responses in tumor cells, including induction of apoptosis and suppression of cell proliferation by activation of cell cycle checkpoints at G\textsubscript{i}/S or G\textsubscript{2}/M (1,28,29). Moreover, the ability of HDACi to suppress angiogenesis and activate and enhance the host immune system may play important indirect roles in their therapeutic response (1,28,29). It is currently unclear which one or more of these biological effects are necessary for the anticancer responses attributed to these agents, and in many instances, the molecular events that lead to the biological effects of HDACi remain to be fully elucidated. This section will describe the biological outcomes of HDAC inhibition, with a focus on effects that occur downstream of dysregulated transcription following treatment with these agents.

5.3.1 APOPTOSIS

HDACi induce apoptosis in a variety of tumor cell types, including solid tumor cell lines and hematological transformed cell lines (1). The next three subsections will
review data investigating the role of the death receptor pathway, the mitochondrial pathway, and key apoptotic regulators in HDACi-induced apoptosis.

5.3.1.1 Role of the Death Receptor (Extrinsic) Pathway in HDACi-Induced Apoptosis

The role of the death receptor pathway in drug-induced apoptosis is controversial (30), and the importance of an intact death receptor pathway for HDACi-induced apoptosis remains subject to debate due to conflicting reports in the literature. Studies by different groups using the cowpox virus serpin CrmA, c-FLIP, dominant negative FADD, or dominant negative caspase-8 that effectively block signaling through the death receptor pathway, RNA interference to knockdown specific death receptors or ligands, and neutralizing antibodies to inhibit receptor–ligand interaction have demonstrated that death receptor signaling is (31−35) or is not (36−41) required for HDACi-induced apoptosis. For example, three separate studies have tested a direct requirement for the death receptor pathway in HDACi-induced apoptosis in acute T-lymphoblastic leukemia (T-ALL) cells, namely by overexpressing the cowpox virus serpin CrmA (36−38). CrmA effectively blocks the death receptor pathway by binding with high affinity to the membrane proximal caspases 8 and 10. Inhibition of this pathway had no effect on the ability of butyrate, SAHA, oxamflatin, or depsipeptide to induce cell death, in contrast to Fas-induced apoptosis, demonstrating that these HDACi do not require an intact death receptor pathway to induce apoptosis. Similarly, MS-275-induced apoptosis proceeded independently of the death receptor pathway in AML cells using anti-FasL blocking antibodies and cells overexpressing CrmA or caspase-8 dominant negative (DN) (39). In contrast, Imai et al. showed that anti-FasL blocking antibody, or overexpression of FADD-DN or viral FLIP E8, significantly attenuated depsipeptide-induced apoptosis in osteosarcoma cells, indicating that depsipeptide induces apoptosis through activation of the Fas/FasL signaling pathway (32). In addition, inhibition of Fas signaling in APL cells using blocking antibodies antagonized apicidin-induced apoptosis (31), showing that Fas ligation is important. Glick et al. proposed that CBHA induces apoptosis through the regulation of Fas/Fas ligand, although it was not shown that inhibition of this pathway affected CBHA-induced apoptosis (42). Insinga and colleagues performed an in vivo study using PML-RAR transgenic mice that develop AML to try to address the importance of death receptor signaling in HDACi-mediated apoptosis (34). HDACi-induced expression of TRAIL and FAS in AML cells was suppressed in vivo using TRAIL- and FAS-selective siRNA delivered by hydrodynamic therapy resulting in a 50% reduction in apoptosis following treatment of mice with VPA. Whether loss of TRAIL- or FAS-mediated apoptosis suppressed the therapeutic effect of VPA in this model was not reported. Taken together, these data are conflicting with regard to the importance of the death receptor pathway in HDACi-induced apoptosis. Almost all of these studies have been performed in vitro using human tumor cell lines. The current confusion in the field regarding the importance of the death receptor pathway in HDACi-induced tumor cell death may be alleviated through the use of sophisticated preclinical mouse models and through the analysis of samples obtained from HDACi clinical trials.
5.3.1.2 Role of the Mitochondrial (Intrinsic) Pathway in HDACi-Induced Apoptosis

In contrast to the confusion regarding the importance of the death receptor pathway, a large number of independent studies strongly support a role for the mitochondrial apoptotic pathway in HDACi-mediated tumor cell death. For example, Bcl-2 overexpression protects T-ALL cells from butyrate- (36) SAHA- (37,38), oxamflatin- and depsipeptide-induced cell death (37), multiple myeloma (MM) cells from SAHA-induced apoptosis (43), melanoma cells from SBHA-induced apoptosis (44), and chronic lymphocytic leukemia (CLL) cells from MS-275-induced apoptosis (45). These data strongly suggest a key role for the intrinsic apoptotic pathway in HDACi-induced cell death. How HDACi trigger activation of the intrinsic apoptotic cascade is a major question that remains to be fully elucidated. One possibility is that HDACi induce global changes in gene expression that alter the balance of expression of pro- and anti-apoptotic genes in favor of a pro-apoptotic biological response. Indeed, gene expression profiling analyses and more refined studies analyzing the expression of specific apoptotic genes and proteins showing upregulation of a number of pro-apoptotic and downregulation of anti-apoptotic genes/proteins support this notion (41,44,46–50). However, it is equally possible that the triggering of apoptosis by HDACi is a more specific process, mediated by the activation of a defined protein or signaling pathway upstream of the mitochondria, as outlined below.

Given the central role of the Bcl-2 family of proteins as regulators of the intrinsic apoptotic pathway, a number of studies have explored the role of these proteins in HDACi-induced apoptosis. Several studies have demonstrated the cleavage and activation of the BH3-only pro-apoptotic protein Bid in response to HDACi. Bid is cleaved and activated in response to SAHA in T-ALL cells (37,38), MM cells (43), breast carcinoma cells, and fibroblast cells transformed with the E1A oncogene (51), oxamflatin and depsipeptide in T-ALL cells (37), and MS-275 in CLL cells (45). The events leading to Bid cleavage may depend on cell type, as one group showed that SAHA- and TSA-induced Bid cleavage was dependent on caspase-9, suggesting that Bid is cleaved via the amplification loop as a late event in HDACi-induced apoptosis (51), whereas other studies showed that HDACi-induced Bid cleavage occurred during the initial phase apoptosis upstream of the mitochondria (37,38,43).

Other BH3-only proteins that have been directly implicated in HDACi-induced apoptosis include Bim and Bmf. HDACi induce expression of Bim through enhanced binding of E2F-1 to the Bim promoter (52,53), while Bmf is transcriptionally activated by depsipeptide and CBHA and inhibition of Bmf expression by siRNA-suppressed HDACi-induced mitochondrial membrane damage and apoptosis (54).

Treatment with HDACi can result in elevated ROS levels and addition of free-radical scavengers can suppress the apoptotic activity of HDACi (38,55–59). Recently, it has been proposed that selective regulation of ROS production may confer the tumor-cell selective apoptotic effects of HDACi (29). In normal cells, HDACi transcriptionally activate the ROS scavenger Trx, while TBP-2, a negative regulator of Trx and enhancer of ROS production is selectively induced by HDACi in transformed cells (60,61). Collectively, this would result in ROS-mediated death of transformed cells only, a claim supported by experiments showing that siRNA-mediated knockdown
of Trx increased the sensitivity of tumor cells to HDACi (61). Importantly, it has been shown that the increase in ROS levels precedes changes in mitochondrial membrane potential (55), consistent with a role for enzymes located outside of the mitochondria, such as in peroxisomes, endoplasmic reticulum, and cytoplasm, and on the plasma membrane being involved in ROS generation. Interestingly, ROS production can lead to the transcriptional induction and activation of Bim (62), raising an intriguing possible link between HDACi treatment, elevated ROS, BH3-only protein activation, and triggering of the intrinsic apoptosis pathway, which needs to be formally evaluated. How free-radical levels are initially elevated in response to HDACi remains unclear, and whether this is an active process of enhanced ROS production or an increase in levels due to altered expression of ROS-regulatory proteins such as TBP-2 and Trx remains to be determined.

5.3.1.3 Cell Cycle Arrest and Differentiation

HDACi inhibit cell cycle progression in a diverse array of cell lines, most often in the G1 phase of the cell cycle, but also in the G2/M phase (1). The cyclin-dependent kinase (CDK) inhibitor p21WAF1Cip1 is an important regulator of cell fate in response to HDACi and may determine whether the cell undergoes cytostasis or apoptosis. CDKN1A encoding p21WAF1Cip1 is upregulated in most cells treated with HDACi, resulting in a G1 phase arrest (63–68). The cytostatic activity of HDACi is important for their ability to induce differentiation in a diverse array of leukemias and solid tumors (69). In some settings, p21WAF1Cip1 induction and subsequent Rb dephosphorylation may promote terminal differentiation marked by the induction of the maturation markers CD11b and CD14 (4,68,70). However, HDACi can also induce differentiation independent of Rb (71), although the underlying mechanisms are unknown. In leukemias that are characterized by fusion proteins that recruit HDAC complexes to aberrantly silence gene expression and promote a maturation block, the ability of HDACi to induce differentiation may relate to the transcriptional reactivation of genes required for cell differentiation, rather than to their ability to regulate p21WAF1Cip1. For example, treatment of AML1-ETO-positive cells with depsipeptide induces histone acetylation and restores gene transcription, which may directly contribute to depsipeptide-induced morphological changes and upregulation of CD11b (72). Similarly, TSA induces differentiation of PML-RARα cells, as determined by an increase in CD14+ cells, and is accompanied by transcriptional activation of aberrantly silenced target genes (73).

HDACi can mediate G2/M phase arrest by activating a G2 checkpoint, although this is a much rarer event than HDACi-induced G1 arrest (74,75). Loss of the G2-phase checkpoint may be a major determinant of the apoptotic sensitivity to HDACi. Most tumor cells have a defective G2-phase checkpoint, and these cells that are treated with HDACi initially accumulate in the G2/M phase of the cell cycle with a 4N DNA content, and then move through this defective checkpoint and undergo apoptosis (37,38). Cell lines sensitive to HDACi-induced apoptosis often have a defective G2 checkpoint, and reintroduction of a G1 arrest can protect these cells from HDACi-induced apoptosis (74). Unlike HDACi-mediated G1 arrest, where there is a documented role for the transcriptional activation of CDKN1A, the underlying mechanisms responsible
for HDACi-mediated G\(_2\) arrest are poorly understood. It has been proposed that the HDACi-associated G\(_2\) checkpoint may be related to hyperacetylation of pericentric heterochromatin and loss of this checkpoint can result in HP1 spreading, abnormal chromosomal segregation, and nuclear fragmentation (76,77).

### 5.3.2 Angiogenesis and Immune Responses

HDACi possess additional antitumor properties that may affect tumor growth and/or survival. For example, HDACi exhibit antiangiogenic, anti-invasive, and immunomodulatory activities in vitro and in vivo. The antiangiogenic properties of HDACi may stem from the differential expression of genes encoding proteins that directly regulate blood vessel development. TSA, VPA, butyric acid, MS-275, and depsipeptide downregulate angiogenesis factors such as VEGF, bFGF, and/or eNOS to inhibit angiogenesis (78–82). TSA also suppresses HIF-1\(\alpha\) activity (83), and depsipeptide induces the expression of angiogenic-inhibiting factors such as von Hippel Lindau and neurofibromin 2 (84). SAHA can suppress the expression of VEGF receptors 1 and 2 and neurophilin-1. Moreover, SAHA could induce expression of the VEGF competitor, semaphorin III to inhibit VEGF signaling and suppress endothelial cell growth and neoangiogenesis (85). In addition, HDACi have been shown to downregulate expression of the chemokine receptor CXCR4 in both untransformed endothelial cells and tumor cell lines (86,87). CXCR4 is important for the homing of bone marrow progenitor and circulating endothelial cells to sites of angiogenesis (88). Finally, HDACi have been shown to suppress endothelial cell progenitor cell differentiation (87,89). Taken together, these studies provide evidence supporting a role for HDACi in suppressing neovascularization through alteration of genes directly involved in angiogenesis, which, in addition to affecting nutrient supply to the primary tumor, may also inhibit metastatic spread of the tumor.

The importance of immune responses in mediating host antitumor responses and the selective pressure on tumor cells to downregulate expression of immune-stimulating molecules has been well documented (90). HDACi may activate cancer immunsurveillance mechanisms by inducing expression of immunostimulatory proteins such as MHC class I and II, co-stimulatory molecules CD40 and CD86, and the adhesion molecule ICAM-1 on the surface of tumor cells (91,92). HDACi also exhibit significant anti-inflammatory properties at lower concentrations than required for their antitumor activities. For example, SAHA can reduce acute graft-versus-host disease (GVHD) following allogeneic bone marrow transplantation by suppressing pro-inflammatory cytokines such as TNF-\(\alpha\), IL-1, and IFN-\(\gamma\), which have a central role in the pathogenesis of GVHD (93). At the same time, SAHA maintains beneficial graft-versus-leukemia (GVL) effects, required to eradicate residual malignant cells, by preserving donor T cell proliferative and cytotoxic responses to host antigens (93). The importance of an immune-regulatory function of HDACi in mediating antitumor effects has not yet been adequately addressed; however, the data that has already been obtained indicate that these drugs may possess counteracting immune-stimulatory and immunosuppressive effects.
5.3.3 TRANSCRIPTION-INDEPENDENT EFFECTS OF HDACi

5.3.3.1 Cell Cycle Checkpoints

Cells treated with HDACi that have a defective G2 checkpoint enter mitosis; however, the condensed chromosomes fail to align at the midline of the mitotic cells and form a proper metaphase plate (74). The improper alignment of chromosomes should then trigger a mitotic arrest through activation of the mitotic spindle checkpoint to allow spindle defects to be resolved before exit from mitosis. However, HDACi are able to overcome the mitotic spindle checkpoint (17), allowing cells to prematurely exit mitosis before proper chromosome alignment. This can result in mitotic catastrophe and apoptosis, or in the formation of polyploid and multinucleated cells. The mechanisms by which HDACi induce an aberrant mitosis and overcome the mitotic spindle checkpoint remain to be elucidated. It is known that histone acetylation status is tightly controlled during mitosis, because the chromatin of mitotic cells is hypoacetylated compared with interphase cells and is only transiently acetylated during S phase when DNA replication occurs (94). Treatment with TSA induces hyperacetylation of normally hypoacetylated centromeric heterochromatin during mitosis, which prevents proper chromosome condensation and segregation (95,96). This suggests that the antitumor effects of HDACi may be mediated through disruption of histone acetylation status during mitosis as a result of HDACi-induced hyperacetylation of heterochromatin. Alternatively, it is possible that HDACi might regulate an unknown gene(s) that may activate the G2 checkpoint.

5.3.3.2 DNA Damage and Repair

Remodeling of chromatin can activate ATM, a serine/threonine protein kinase that is normally activated in response to double-stranded break damage to DNA (97), and HDACi may mimic the effects of genotoxic insults to induce a DNA damage response (98). HDACi can augment irradiation-induced apoptosis (99,100), and recent evidence suggests that HDACi may in fact induce DNA strand breaks (101), although the precise mechanisms underlying this effect are not known. Interestingly, HDACi appear to suppress DNA repair concomitant with decreased expression of DNA repair proteins Ku70, Ku86, and DNA-PKcs (102), and cells with knockout of DNA repair proteins Ku70, Ku80, or DNA Ligase IV were hypersensitive to HDACi-induced apoptosis (103,104). Many questions remain regarding the molecular mechanisms of HDACi-induced ATM activation and the importance of the DNA damage-like effect in HDACi-mediated antitumor effects. However, it is possible that the ability of HDACi to induce a DNA damage response while concomitantly suppressing DNA repair mechanisms may play an important primary role in HDACi-induced apoptosis.

5.3.3.3 Hyperacetylation of Nonhistone Proteins

Another transcription-independent mechanism that may contribute to the antitumor effects induced by HDACi, independent of their ability to inhibit histone deacetylation, is through the regulation of nonhistone protein activity. One such example may be the HDACi-induced hyperacetylation of Ku70, which regulates Bax-mediated
apoptosis (105). Under normal growth conditions, Ku70 is maintained in an unacetylated state by HDACs and/or sirtuin deacetylases and sequesters the pro-apoptotic protein Bax from the mitochondria. Upon HDACi treatment or acetylation by CBP and/or PCAF, Ku70 releases Bax, allowing it to initiate apoptosis via the mitochondrial death pathway (105). HDACi can also disrupt the interactions between HDACs and other cellular proteins (106). HDACi interact with and form complexes containing protein serine/threonine phosphatases (107,108), which may allow for coordinated phosphorylation and acetylation of common target proteins to regulate cell growth and function. HDACi selectively disrupt cellular HDAC/phosphatase complexes, resulting in attenuated dephosphorylation or enhanced acetylation of

**FIGURE 5.2** Antitumor effects of HDACi. HDACi can affect tumor cell growth and survival through multiple biological effects involving transcription-dependent and -independent processes. Gene expression profiling of tumor cells treated with HDACi demonstrates that pro-apoptotic genes involved in the death receptor pathway (e.g., TRAIL, DR5) and/or the intrinsic apoptotic pathway (e.g., Bax, Bak, Apaf-1) are generally upregulated, whereas pro-survival genes (e.g., Bcl-2, XIAP) are generally downregulated thereby lowering the apoptotic threshold within the treated cell. HDACi induce cell cycle arrest at the G<sub>1</sub>/S boundary through upregulation of CDKN1A encoding p21WAF1 and/or through downregulation of cyclins. HDACi can suppress angiogenesis concomitant with decreased expression of pro-angiogenic factors VEGF, HIF-1α, and CXCR4. HDACi can also have immunomodulatory effects by enhancing tumor cell antigenicity (upregulation of MHC class I and II, MICA, CD40) and by altering the expression of key cytokines, including TNF-α, IL-1, and IFN-γ. In addition to regulating the acetylation state of histones, HDAC can bind to, deacetylate, and regulate the activity of a number of other proteins, including transcription factors (e.g., p53, E2F-1, NF-κB) and proteins with diverse biological functions (e.g., α-tubulin, Ku70, Hsp90). Hyperacetylation of transcription factors with HDACi can augment their gene regulatory activities and contribute to the changes in gene expression observed following direct HDACi-mediated histone hyperacetylation. Hyperacetylation of proteins such as Ku70 and Hsp90 or disruption of PP1–HDAC interactions by HDACi may have no direct effect or an indirect effect on gene expression but may be important for certain biological effects of HDACi, in particular, induction of apoptosis and cell cycle arrest.
target proteins (107,108). For example, HDACi disrupt a cytosolic complex formed by HDAC6, PP1, and α-tubulin that controls microtubule dynamics, resulting in enhanced tubulin acetylation that remains associated with PP1 (107).

Hsp90 is a cellular chaperone that binds a diverse array of client proteins including key oncogenic and anti-apoptotic proteins, preventing their ubiquitination and proteasomal degradation (109,110). Hsp90 is deacetylated by HDAC6 (111), and HDACi capable of inhibiting HDAC6 induce the hyperacetylation of Hsp90, resulting in proteasomal degradation of Her-2, ErbB1, ErbB2, Akt, c-Raf, Bcr-Abl, and Flt-3 (112−115). It is therefore possible that loss of expression of these important oncoproteins through hyperacetylation of Hsp90 plays an important role in the anticancer activities of HDACi. Further work is required to define the contribution of these effects to the biological activities of HDACi, as well as the role of other potential effector proteins that are regulated by acetylation and/or phosphorylation.

5.3.4 HDACi as Clinical Anticancer Agents

A large number of HDACi have been tested as anticancer agents in clinical trials (Table 5.1) with encouraging results. Phase I clinical trials to date have delineated the more common toxicities as fatigue and dose-related transient cytopenias. When administered as single agents these drugs induce responses in T cell lymphoproliferative disorders, and this has been demonstrated in published studies with SAHA (vorinostat) (116,117), romidepsin (118), and LBH589 (119). This has culminated in the recent FDA approval of vorinostat for cutaneous T cell lymphomas. These trials have also demonstrated clear biological activity in myeloid malignancies with accumulating evidence of activity in some solid tumors (Table 5.1). To date there are sporadic reports of solid tumors responding to single-agent HDACi, and target solid tumors that are a focus of ongoing and future studies include pancreatic cancer, melanoma, NSCLC, prostate cancer, and melanoma.

Larger phase II single-agent studies have been completed or are close to completion for vorinostat (SAHA) and romidepsin, and a number of other HDACi are in the advanced stages of development. Combination studies with conventional chemotherapeutic agents, radiation therapies, and a range of targeted molecular therapeutic agents are underway (1), and these will ultimately need to be tested in large prospective randomized clinical trials.

5.4 Conclusions

HDACi are promising anticancer agents, and at least eleven different HDACi are currently in phase I or II clinical trials either as single agents or in combination with other chemotherapeutics (1). Two major features of HDACi provide the basis for their potential clinical use: (1) HDACi show selective cytotoxicity against tumor cells, and (2) HDACi can activate a number of molecular pathways to mediate a range of biological responses that impinge on tumor cell development, growth, and survival. The molecular events that underpin these important features of HDACi are slowly emerging, and it appears that their mechanisms of action may be far more complex than previously thought. In addition to their ability to regulate gene transcription, it
now appears that HDACi may also mediate biological responses due to their effects on histone-dependent but transcription-independent molecular events such as mitosis and DNA repair, as well as histone-independent events such as the regulation of protein kinases, phosphatases, and pro-apoptotic molecules (Figure 5.2). If it would turn out that a significant proportion of the cytotoxic effects of HDACi were independent of histone acetylation, it may be that structurally diverse inhibitors kill cells by different mechanisms. Addressing this issue would require experiments comprehensively comparing a range of different HDACi for their molecular and biological effects.
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6.1 INTRODUCTION

During the past 10 years, concerted efforts have been made to understand the mechanisms underlying chromatin dynamics and epigenetic phenomena, and these efforts have generated considerable advances in the field. This has been possible, in part, because of the identification of the factors involved and the characterization of mechanisms that alter chromatin. Among the factors involved in the epigenetic regulation of chromatin, the Sir2 family, or sirtuins, stands out for several reasons. Sirtuins have an essential role in modulating histone H4 acetylation (H4K16Ac), are sensors of the metabolic environment, and, in higher organisms, have diversified to target nonhistone proteins. These features define sirtuins as major coordinators of the cellular response to environmental stimuli to promote viability of the cell/organism, including adaptation to metabolic changes and DNA damage, and activation of detoxifying machinery. As described below, the different roles these proteins exhibit throughout evolution have important medical implications, such as in the control of antigenic variation in response to invading pathogens in eukaryotes, lifespan regulation, cancer processes, neurological diseases, and hormone-related pathologies.

6.2 THE SIR2 FAMILY

The SIR (Silent Information Regulator) genes (SIR1–4) were originally identified by genetic screening in the budding yeast *Saccharomyces cerevisiae* based on their ability to rescue mating deficiency. They are involved in the epigenetic silencing of three main loci: mating type loci, nucleolar rDNA, and telomeres. Of the four SIR2 gene products identified, only Sir2p is required for silencing all three loci, suggesting its role in these processes is critical. Sir2p-dependent epigenetic silencing is associated with a compacted form of chromatin in which the N-terminal lysine residues of histones H3 and H4 are hypoacetylated. Furthermore, hypoacetylation of one of these residues, H4K16, is a feature of Sir2p-dependent silencing.

Although the exact role of Sir2p was unknown for a long time, several groups reported in 2000 that Sir2p is a histone deacetylase (HDAC) that requires NAD+ (nicotinamide adenine dinucleotide) as a cofactor for its activity. Given that NAD+ is involved in the transfer of electrons generated through intermediary metabolic pathways, Sir2p appears to have a role in sensing the cell’s metabolic redox state. Sir2p-dependent silencing not only affects the expression of genes located in the silenced regions, but it also has consequences for chromatin structure and genomic stability. Silencing of tandem rDNA copies (up to 100–200 copies) in the nucleolus inhibits genomic loci recombination. Sir2p is involved in cell cycle control, DNA replication, meiosis progression, and double-strand DNA break (DSB) repair via a nonhomologous end-joining (NHEJ) mechanism (Figure 6.1).

The Sir2 family is defined by its homology to the catalytic domain of the budding yeast factor, Sir2p, which spans approximately 250 residues. Despite the fact that all family members share an important degree of identity in this catalytic domain, they show remarkable differences in specificity and catalytic activity. Some, such as Sir2p, seem to be strict HDACs, whereas others have developed wide-ranged specificity for nonhistone proteins. Still others do not show any detectable deacetylase activity.
activity but do display ADP-ribosyltransferase activity, an enzymatic activity present in all sirtuins (see Section 6.6.2). There are two Sir2 family members in prokaryotes, five in \textit{S. cerevisiae},\textsuperscript{7} three in the fission yeast \textit{Schizosaccharomyces pombe},\textsuperscript{15} four in \textit{Caenorhabditis elegans},\textsuperscript{16} five in \textit{Drosophila melanogaster},\textsuperscript{17} and seven in mammals.\textsuperscript{14,15}

\subsection{6.3 Prokaryotic Sir2 Homologs}

Their prokaryotic homologs suggest that the Sir2p family evolved from phosphoribosyltransferases involved in metabolism. This explains the similarities between the catalytic mechanisms of Sir2 enzymes and mono- and poly-ADP-ribosyltransferases. One of the earliest known orthologs is CobB, a \textit{Salmonella} enzyme that modulates acetyl-CoA synthetase (ACS) activity through NAD$^{+}$-dependent deacetylation.\textsuperscript{18} Additionally, CobB has nicotinate mononucleotide (NaMN)-dependent phosphoribosyltransferase activity, which is important for cobalamin (vitamin B12) biosynthesis.\textsuperscript{19} The regulation of structured forms of DNA is not a feature unique to eukaryotic SIR2 orthologs. The archaeobacteria \textit{Sulfolobus} has a “chromatin-like” structure determined by Alba, a DNA-binding protein that organizes DNA in a stoichiometry of 5 bp DNA/Alba dimer.\textsuperscript{20} The \textit{Sulfolobus} Sir2 deacetylates Alba, which seems to increase its DNA-binding affinity.\textsuperscript{21}
6.4 SIR2 HOMOLOGS IN LOWER EUKARYOTES

6.4.1 YEAST

Budding yeast has four SIR2 family members, designated HST1–4 (homologs of SIR2, 1–4), that exhibit specific functions that in some cases overlap with those involved with Sir2p-mediated silencing. Of the four HSTs, Hst1p is the closest to Sir2p. Like Sir2p, Hst1p participates in the repression of a particular set of genes through histone deacetylation. Furthermore, Hst1p interacts with the transcription factor Sum1p, thereby promoting the specific recruitment of this factor to its target genes. Hst1p has been found to repress mid-sporulation genes and some genes of the kynureine pathway involved in de novo NAD\(^+\) synthesis. As a repressor of mid-sporulation genes during vegetative growth, Hst1p is crucial for the proper development of the sporulation program (Figure 6.1). Hst1p activity seems to partially overlap with that of Sir2p, since its overexpression in SIR2 mutants can suppress some of the genetic defects observed.

Hst2p is located in the cytoplasm, and from what we know about its mammalian ortholog SirT2, it seems to participate in mitotic cell cycle progression. Hst2p, like SirT2, shows an in vitro specificity for H4K16Ac. This is in contrast to Sir2p, which, in addition to H4K16Ac, also targets other acetylated lysine residues of H3 and H4 histone tails. Although not completely understood, this may reflect the tight regulation of H4K16Ac before mitotic entry in yeast cells, as this appears to be the case for SirT2. Interestingly, HST2 overexpression in SIR2-deficient yeast partially compensates for Sir2-dependent silencing defects, inducing the silencing of rDNA tandem copies while at the same time aggravating the derepression of subtelomeric domains upon SIR2 loss. Regarding Hst3p and Hst4p, these enzymes are involved in the DNA damage response through specific deacetylation of lysine 56 in the globular domain of histone H3.

6.4.2 PLASMODIUM

The genus Plasmodium is responsible for malaria. Among the Plasmodium species, Plasmodium falciparum causes the deadliest form of the disease. These intracellular parasites have a complex life cycle with several stages including that of a vector (Anopheles mosquito) and a mammalian host. One of the reasons for Plasmodium’s virulence is its capacity to avoid the host’s immunological system. This is achieved through its alternative expression of variant antigens that avoid unequivocal identification by the host organism. The most important multigene family involved in antigenic variation is the var family, located in the subtelomeric regions of the Plasmodium genome and comprised of 60–70 genes that encode the main surface adhesin expressed on parasite-infected erythrocytes. In normal blood-stage malaria, a single var gene is expressed at a certain moment while the rest of the var genes are epigenetically silenced through heterochromatin formation. A switching mechanism allows Plasmodium to alternatively express a given var gene at a given time. Recent evidence suggests a key role for P. falciparum Sir2 protein (PfSir2) in malaria virulence through its regulation of var gene epigenetic silencing. Plasmodium contains two members of the Sir2 family, only one of which, PfSir2, has been characterized.
PfSir2 shows both histone deacetylase and ADP-ribosyltransferase activity. Its loss in *Plasmodium* results in the simultaneous upregulation of many *var* genes. All evidence suggests that PfSir2 silences *var* genes in a manner similar to that of yeast Sir2p, which silences mating type loci (i.e., through the establishment of heterochromatic regions by deacetylation of the N-termini of histones H3 and H4). However, the silencing mechanism is not yet well understood and will require more in-depth study. One possibility that arises from this interesting link between the Sir2 family and malaria is that PfSir2 might be a therapeutic target. However, given the degree of conservation within the Sir2 family, the successful development of therapeutic agents would necessitate that PfSir2, and not the human sirtuins, be targeted.

### 6.4.3 Trypanosoma

Trypanosomes are unicellular flagellated parasites responsible for several human diseases such as sleeping sickness, Chagas’ disease, and leishmaniasis. *Trypanosoma brucei* has three Sir2 family members, designated TbSIR2RP1, TbSIR2RP2, and TbSIR2RP3. TbSIR2RP1 is a nuclear protein that has both histone deacetylase and ADP-ribosyltransferase activity. In contrast to *Plasmodium* sirtuins, TbSIR2RP1 does not participate in antigenic variation. Instead, it has a role in telomeric silencing and promotes the parasite’s survival under genotoxic stress through an uncharacterized role in DNA repair. TbSIR2RP2 and TbSIR2RP3 are mitochondrial proteins and seem to be phylogenetically related to SirT4 and SirT5.

The Sir2 protein from *Leishmania infantum*, LmSir2, has also been characterized. It resides in the cytoplasm and promotes cell viability by inhibiting apoptosis. Treatment with the Sir2 inhibitor, sirtinol, arrests growth during certain stages of the *Leishmania infantum* cell cycle, and sirtinol-induced cell cycle arrest can be rescued by increasing the number of copies of the LmSir2 gene.

### 6.5 Drosophila and C. elegans Sir2 Homologs

Among the four members of the *Drosophila* Sir2 family, only the closest homolog to *Saccharomyces* Sir2, DmSir2, has been studied in some depth. Different lines of evidence have supported a role for DmSir2 in heterochromatin formation and gene regulation. First, DmSir2 behaves like a suppressor of position effect variegation (PEV). Second, DmSir2 interacts physically and genetically with Hairy and Deadpan, two transcriptional repressors that belong to the HES (Hairy/Deadpan/Enhancer of split) family. The HES family members contain a basic helix–loop–helix (bHLH) domain required for protein dimerization and DNA binding and play a basic role in different stages of *Drosophila* development by regulating the expression of certain key genes. Hairy and Deadpan exert their function by recruiting repressors, such as the histone deacetylases DmSir2 and dRpd3, to the target genes. In keeping with this function, loss of DmSir2 causes upregulation of a subset of *Drosophila* genes, which includes some HES repressor targets but also others such as genes involved in glycolysis. Third, DmSir2 is part of a complex containing the polycomb factor E(Z), a histone methyltransferase involved in epigenetic silencing, which allows proper regulation of a spatially restricted pattern of homeotic
gene expression during *Drosophila* development.\(^45\) A considerable amount of data suggests that there is a dynamic involvement of DmSir2 in *Drosophila* development. DmSir2 mRNA levels peak in the early stages of embryogenesis then decrease progressively until stabilizing in adults. Cellular localization of the DmSir2 protein changes during the various stages of the differentiation program, being found in the nucleus, cytoplasm or both simultaneously.\(^17\) Despite all of this, DmSir2 mutants are viable and fertile,\(^40,46\) suggesting that there is a strong redundancy amongst Sir2 members. However, to date, this has not been completely demonstrated.

The nematode *Caenorhabditis elegans* contains four members of the Sir2 family: Sir-2.1, 2.2, 2.3, and 2.4. Sir-2.1 is the closest to DmSir2 and yeast Sir2p.\(^15,16\) Our knowledge regarding the role of these proteins is quite limited. Most efforts have focused on understanding the relationship between Sir-2.1 and lifespan control (discussed further in Section 6.8). In this regard, transgenic organisms carrying extra copies of Sir-2.1 have an increased lifespan, an effect that seems to be dependent on the interaction between SIR-2.1 and the transcription factor DAF-16 in the insulin-like growth factor (IGF) pathway.\(^16\) Of interest is that binding of SIR-2.1 to DAF-16 depends on the chaperone protein 14-3-3 through a mechanism not yet completely understood.\(^47\)

### 6.6 MAMMALIAN SIRTUINS

Mammals harbor seven members of the Sir2 family, SirT1–SirT7, or sirtuins.\(^14,15\) Despite being involved in a wide range of functions, their main role is to act as sensors of the redox state of the cell or organism, and their functions underlie four basic processes:\(^3,4,6\) (1) regulation of chromatin structure and integrity, (2) promotion of cell viability under conditions of stress by inhibiting senescence and apoptosis, (3) regulation of metabolic homeostasis in close relationship with the endocrine system, and (4) development and cell differentiation.

As discussed below, sirtuin functions are sensitive to a wide range of environmental changes that may induce antagonistic roles between them. However, although mammalian sirtuins are, together with yeast Sir2, the best known of all members of the Sir2 family, we still have only a partial picture of their function overall.

#### 6.6.1 SIRTUINS AND CELLULAR LOCALIZATION

Sirtuins exhibit a very diverse pattern of localization that includes the nucleus (SirT1, SirT6, SirT3), the cytoplasm (SirT2), mitochondria (SirT3, SirT4, SirT5), and the nucleolus (SirT7).\(^3,4,6,48\) Some sirtuins can change their localization as a function of cell or tissue type, developmental stage, metabolic status, and certain stress conditions. This suggests that localization is important for the regulation of sirtuin function. For instance, in most cells SirT1 usually localizes to the nucleus,\(^48\) but in certain cell types, such as pancreatic β cells, SirT1 is found in the cytoplasm.\(^49\) In others, like rat cardiomyocytes, SirT1 localizes to the nucleus in the embryo, to the cytoplasm in newborns, and to both the nucleus and cytoplasm in adults.\(^50,51\) In line with these observations, SirT1 has been found to relocalize from the nucleus to the cytoplasm during the differentiation of the myoblastic stable cell line C2C12.\(^51\) This phenomenon is also conserved in SirT1 orthologs, such as DmSir2 (mentioned in
Section 6.5), which is usually located in the nucleus except during some developmental stages, such as the cellular blastoderm stage when it localizes exclusively in the cytoplasm or during the last stages of embryogenesis when DmSir2 is found in both the nucleus and the cytoplasm.\textsuperscript{17} Also, in certain subpopulations of 293T cells, a human embryonic kidney cell line, SirT1, has been detected abundantly in the nucleolus\textsuperscript{52} whereas in other cell lines it is either completely excluded from this cellular fraction or present in only discrete amounts.\textsuperscript{53} Another interesting example of sirtuin dynamics is SirT3, which is present in both the mitochondria\textsuperscript{54,55} and the nucleus.\textsuperscript{56} Upon certain stress conditions (see below), the nuclear population of SirT3 translocates to the mitochondria. However, whether this occurs as part of a mechanism to avoid nuclear substrate deacetylation is currently unknown.

### 6.6.2 Dual Activity of Sirtuins

The reaction catalyzed by the Sir2 family is quite different from that of the rest of the HDACs and instead resembles the catalytic mechanism of ADP-ribosyltransferases. The reaction is accomplished basically in three stages.\textsuperscript{57} The Sir2 enzyme (1) binds to NAD$^+$, then (2) catabolizes NAD$^+$ in the presence of the acetylated substrate, releasing nicotinamide, with the resultant formation of the ternary ADP-ribose enzyme (acetylated substrate complex), followed by (3) transfer of the acetyl group from the substrate to ADP-ribose, releasing the product O-acetyl-ADP ribose. Much evidence suggests that O-acetyl-ADP ribose in turn performs a signaling role by binding to several factors. For instance, it binds to Sir3p in yeast, producing a conformational change that increases its capacity to recruit Sir2p.\textsuperscript{58} Other binding partners include (1) macroH2A, a histone H2A variant involved in facultative heterochromatin formation, the structural function of which might be modulated upon binding to O-acetyl-ADP ribose,\textsuperscript{59} and (2) the transient receptor potential melastatin-related channel 2 (TRPM2), a nonselective cation channel that is activated upon binding to O-acetyl-ADP ribose but whose function is poorly understood.\textsuperscript{60}

The Sir2 mechanism of action allows for an alternative activity, a mono-ADP ribosyltransferase that all sirtuins seem to exhibit and is key for the function of some. Thus, in stage 2 the enzyme can transfer the ADP-ribose to a protein, including itself, instead of using it as an acetyl group acceptor.\textsuperscript{3,5,57} Based on what we know so far, only SirT1, SirT2, SirT3, and possibly SirT5\textsuperscript{61} are deacetylases, whereas SirT4 and SirT6 are exclusively mono-ADP-ribosyltransferases.\textsuperscript{62,63} In any case, it is still a matter of discussion as to whether these sirtuins are true deacetylases of targets yet to be identified.

### 6.6.3 Sirtuins and H4K16Ac

The NAD$^+$-dependent histone deacetylase activity of SirT1–SirT3 exhibits a preference for the acetylated K16 residue of histone H4 (H4K16Ac).\textsuperscript{27,52,56} That preference is especially strong in the case of SirT2.\textsuperscript{27} All three also exhibit a preference, albeit to a lesser extent, for H3K9Ac. However, only knockdown of SirT1 and SirT2 result in a global hyperacetylation of H4K16.\textsuperscript{27,52} The link between sirtuins and H4K16Ac is conserved from yeast to humans.\textsuperscript{3} H4K16 acetylation is involved in epigenetic phenomena throughout evolution, and studies in yeast suggest that it is the only residue...
of histone H4 targeted for acetylation that has specific functions in transcription and chromatin structure regulation. Additionally, recent studies linking H4K16 hypo-acetylation and cancer processes suggest a general role of this residue in proper regulation of genome integrity.

6.6.4 SirT1

SirT1 is the closest homolog to yeast SIR2 and the only sirtuin that has a clear role in silencing through heterochromatin formation. A SirT1 knockdown in mice produced smaller individuals at birth, which in most cases died during the postnatal period. These mutants also showed defects in gametogenesis, sterility, eyelid opening problems, chronic lung infection, and atrophy of the pancreas.

Considerable efforts during recent years have uncovered a role for SirT1 in several processes, such as chromatin regulation, survival under stress response, cell differentiation and development, regulation of metabolic homeostasis, cell cycle control, and neuronal protection (see below and Section 6.8). These functions, in turn, link SirT1 directly to cancer, diabetes, and lifespan control. The main biochemical form of SirT1 in the cell is a homotrimer, but it is also found in certain multiprotein complexes like PRC4, where SirT1 colocalizes with Ezh2, the ortholog of Drosophila Polycomb group protein E(Z). The remarkable diversity of SirT1-associated functions is achieved mainly through its direct interaction with a wide range of proteins, including transcription factors and other regulatory or structural proteins, and through its deacetylation of a myriad of histone and nonhistone protein substrates (Table 6.1).

6.6.4.1 SirT1 and Heterochromatin Regulation

SirT1 is the closest homolog to yeast SIR2 not only from a phylogenetic point of view, but also from a functional perspective. Like SIR2, its function is closely related to heterochromatin formation in its two main forms, facultative and constitutive. Facultative heterochromatin refers to those regions of chromatin where heterochromatin has been established epigenetically following a specific program or pattern, such as occurs during development, and differentiation. It can revert to open euchromatin when required. This constitutes a rather local phenomenon that can span a single gene up to a whole cluster of genes. In limited cases, it may span a whole chromosome, as in the case of mammalian female X chromosome inactivation. Other examples of facultative heterochromatin are developmentally related Polycomb-silenced regions in metazoans, mating-type loci in yeast, and var gene silencing in Plasmodium.

Constitutive heterochromatin refers to the regions of chromatin that never revert to euchromatin, spanning large portions of the chromosome and, in most cases, exhibiting a more structural function, like pericentromeric regions and telomeres.

Both forms of heterochromatin are structurally quite similar, but they do show differences in certain components such as their histone modifications and other specific factors. For instance, facultative heterochromatin is dimethylated and trimethylated in H3K9 and H3K27, and monomethylated in histone H4K20. It contains facultative heterochromatin-specific proteins, such as the heterochromatin protein...
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1 isoform $\gamma$ (HP1$\gamma$), and it is also enriched in the linker histone H1, involved in the establishment of high-order chromatin organization, but mainly in regulatory regions such as promoters. In contrast, constitutive heterochromatin seems to be trimethylated mainly in both H3K9 and H4K20, contains histone H1 throughout its structure, and is enriched in HP1$\alpha$ and, to a lesser extent, HP1$\beta$. Although both forms are generally hypoacetylated in histones, there are some exceptions, such as Drosophila and yeast heterochromatin, which is specifically enriched in histone H4K12Ac.

6.6.4.1.1 SirT1 and Facultative Heterochromatin

SirT1 can be recruited to chromatin by transcription factors resulting in gene repression through the formation of heterochromatin structures that can span several kilobases. SirT1 promotes the formation of facultative heterochromatin through the coordination of different mechanisms (Figure 6.2). First, SirT1 deacetylates H4K16Ac and H3K9Ac in promoter regions. Second, SirT1 recruits histone H1 through its N-terminal domain and deacetylates H1K26Ac. Third, SirT1 promotes the arrival of heterochromatin markers di- and trimethyl H3K9 and monomethylated...
### TABLE 6.1
Sirtuin General Features and Targets

<table>
<thead>
<tr>
<th>SIRT1</th>
<th>Localization</th>
<th>Ortholog Yeast</th>
<th>Activity</th>
<th>Interaction Partners</th>
<th>Targets</th>
<th>Function</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nuclear</td>
<td>Sir2/Hst1</td>
<td>HDAC ADPRT</td>
<td>Histone H1; Suv39h1</td>
<td>H4K16Ac; H3K9Ac; H1K26; Suv39h1</td>
<td>Heterochromatin formation, silencing</td>
<td>52, 68</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FOXO 1, 3a, 4/p300p53; NF-κB; E2F1; Rb; Ku70; NBS1; Smad7</td>
<td>FOXO 1, 3a, 4; p300; p53; NF-κB; E2F1; Rb; Ku70; NBS1; Smad7</td>
<td>Cell survival; inhibition of apoptosis; DNA repair</td>
<td>83–86, 90-93, 96, 97, 146, 189, 190</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PPAR-γ/NCOR/SMRT</td>
<td>PPAR-γ</td>
<td>Fat mobilization (lipolysis); inhibition of adipogenesis</td>
<td>103</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PCAF/MyoD</td>
<td>PCAF; MyoD</td>
<td>Inhibition of skeletal muscle differentiation</td>
<td>108</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PGC-1α/4α</td>
<td>PGC-1α</td>
<td>Glucose homeostasis; gluconeogenesis insulin production</td>
<td>101</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CTIP2; HES1; HEY2; BCL11A</td>
<td>—</td>
<td>Gene repression</td>
<td>76, 191</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Tat protein (HIV)</td>
<td>Tat protein (HIV)</td>
<td>HIV transcription regulation</td>
<td>192</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>—</td>
<td>AceCS1</td>
<td>Acetyl-CoA synthesis from acetate; metabolic homeostasis</td>
<td></td>
</tr>
</tbody>
</table>

### SIRT2

<table>
<thead>
<tr>
<th>SIRT2</th>
<th>Localization</th>
<th>Ortholog Yeast</th>
<th>Activity</th>
<th>Interaction Partners</th>
<th>Targets</th>
<th>Function</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cytoplasm/nuclear (?)</td>
<td>Hst2</td>
<td>HDAC ADPRT</td>
<td>—</td>
<td>H4K16</td>
<td>Cell cycle regulation</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>HDAC6/tubulin</td>
<td>α-tubulin</td>
<td>Microtubule and cytoskeleton regulation</td>
<td>61</td>
</tr>
</tbody>
</table>

### SIRT3

<table>
<thead>
<tr>
<th>SIRT3</th>
<th>Localization</th>
<th>Ortholog Yeast</th>
<th>Activity</th>
<th>Interaction Partners</th>
<th>Targets</th>
<th>Function</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mitochondria/nuclear</td>
<td>Hst2</td>
<td>HDAC ADPRT</td>
<td>—</td>
<td>AceCS2</td>
<td>Acetyl-CoA synthesis from acetate; metabolic homeostasis</td>
<td>131, 132</td>
</tr>
<tr>
<td>Sirtuin</td>
<td>Subcellular Location</td>
<td>ADPRT</td>
<td>Other Proteins</td>
<td>Function</td>
<td>Page</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>----------------------</td>
<td>-------</td>
<td>----------------</td>
<td>----------</td>
<td>------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIRT4</td>
<td>Mitochondria</td>
<td>ADPRT</td>
<td>—</td>
<td>—</td>
<td>56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIRT5</td>
<td>Mitochondria</td>
<td>—</td>
<td>Hst3, Hst4?</td>
<td>—</td>
<td>61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIRT6</td>
<td>Nucleus</td>
<td>—</td>
<td>ADPRT</td>
<td>SirT6 (itself)</td>
<td>63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIRT7</td>
<td>Nucleolus</td>
<td>—</td>
<td>ADPRT</td>
<td>RNA-polymerase (pol I)</td>
<td>139</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

HDAC: histone deacetylase; ADPRT: ADP-ribosyltransferase activity; ?: not demonstrated
H4K20. This initiates signaling that spreads beyond the promoter regions through the gene coding regions.

Recently, the link between SirT1 and H3K9 methylation has been uncovered. SirT1 induces di-/trimethylation of H3K9 in heterochromatin regions through three simultaneous mechanisms: (1) SirT1 directly recruits Suv39h1, an H3K9 di- and trimethyltransferase involved in heterochromatin formation from S. pombe to humans; (2) the N-terminus of SirT1 binds to Suv39h1 and induces its H3K9 methylation activity, most likely through a conformational change of the enzyme; and (3) SirT1 specifically targets K266Ac in the catalytic SET domain of Suv39h1. Evidence suggests that deacetylation of K266Ac renders a more active enzyme, although the role of this modification with regard to Suv39h1 function and heterochromatin formation is still not completely understood. The relationship between sirtuins and K9 trimethylation is conserved through evolution. S. pombe Sir2 is required for proper H3K9 methylation in heterochromatin by the Suv39h1 ortholog, Clr4.

Furthermore, SirT1 promotes demethylation of histone H3K79me, a modification located in the globular domain of H3 and involved in gene expression, through an unknown mechanism. Of interest is that the demethylation of this residue is detected several kilobases away from the coding region (Figure 6.2).

Another fascinating aspect of SirT1 involvement in facultative heterochromatin formation is its presence in PRC4, one of the Ezh2-containing complexes. The Polycomb group protein, Ezh2, is a histone methyltransferase (HMT) responsible for trimethylation of H3K27, a specific hallmark of Polycomb-dependent facultative heterochromatin, and can also target H1K26 in certain situations.

Overall, the evidence highlights an interesting mechanistic difference between yeast Sir2p- and SirT1-mediated silencing. While Sir2p is involved in spreading silenced regions and is recruited throughout the whole silenced chromatin region, the presence of SirT1 in the promoter region is sufficient for heterochromatin formation. This reflects a key difference between heterochromatin in S. cerevisiae and higher eukaryotes. The silencing mechanism in S. cerevisiae relies exclusively on histone deacetylation for heterochromatin formation, as methylation of H3K9, H4K20, and H3K27 are absent. In contrast, heterochromatin in higher eukaryotes acquired additional specific modifications such as methylation along with specific methylation-reading proteins like HP1, as a consequence of their greater complexity and intricately regulated programs for development and differentiation. In addition, the role of acetylation adapted to being more regulatory than structural, as in yeast, which explains why gene acetylation is often detected in promoter regions in higher eukaryotes and does not span the whole coding region as in yeast.

6.6.4.1.2 SirT1 and Constitutive Heterochromatin
Nuclear localization of SirT1 is restricted to euchromatic/facultative heterochromatin regions and seems to be excluded from constitutive heterochromatin. However, analysis of SirT1 knockout mice strongly suggests an important role for SirT1 in constitutive heterochromatin regulation through Suv39h1 function. Mouse embryonic fibroblasts (MEFs) derived from SirT1−/− mice showed a loss of H3K9me3 from heterochromatic foci in 50% of the cells analyzed. Trimethylation of H3K9 in these foci is exclusively dependent on Suv39h1 as well as its close ortholog Suv39h2 and...
is required to localize HP1α to heterochromatic foci. Consistent with this, those SirT1−/− MEFs that lost H3K9me3 in these foci also lost HP1α localization in the same domains.

This phenotype is actually a direct consequence of SirT1 function, since transfection using the SirT1 expression vector of SirT1−/− MEF cells restored the H3K9me3 marker to the foci after 48 hours. Interestingly, transfection using either a catalytically inactive point mutant of SirT1 or SirT1 deleted of its N-terminal domain resulted in a partial restoration of marker localization, suggesting that SirT1 requires both its N-terminal domain and its catalytic domain for proper localization. This also seems to be the case in facultative heterochromatin and suggests either that SirT1 might actually localize to constitutive heterochromatic regions during specific stages of the cell cycle, perhaps during replication, or that regulation of Suv39h1 activity by SirT1 is more global than anticipated. Further studies should help define the involvement of SirT1 in these processes and its relationship with Suv39h1.

### 6.6.4.2 SirT1 and Cell Survival

One of the most interesting functions of SirT1 links it directly to lifespan control and cancer, and that is its ability to promote cell survival through different mechanisms (Figure 6.3A). The most studied of these mechanisms is the modulation of FOXO factors involved in the cellular response to stress. Upon oxidative or genotoxic stress, the forkhead-box (FOXO) family of transcription factors moves from cytoplasm to nucleus and activates a set of genes that encode for a wide range of proteins, from DNA repair and detoxifying enzymes to inducers of cell cycle arrest (p27KIP1) and apoptosis (BIM). Acetylation of FOXO proteins is important for the modulation of their activity. Under conditions of stress, SirT1 binds to the FOXO transcription factors and deacetylates them. In the case of FOXO-1 and -4, SirT1 downregulates their activity, while in contrast, SirT1 deacetylation of FOXO-3 has a dual effect on its transcriptional activity, promoting the upregulation of DNA repair and the expression/activity of detoxifying enzymes while inhibiting cell cycle arrest and apoptosis-related genes. A very similar case is observed with the transcription factor NF-κB, which affects the expression of multiple genes involved in, among other things, cell cycle, apoptosis, cell adhesion, and angiogenesis. SirT1-mediated deacetylation of the RelA/p65 subunit of NF-κB represses the transcriptional activation of its target genes, inducing cell survival.

Another factor targeted by SirT1 in response to stress is the tumor suppressor p53. SirT1 interacts with and deacetylates p53, which results in the inhibition of p53-dependent apoptotic activity. Although SirT1−/− mice show p53 hyperacetylation, there is no evidence of p53-dependent defects, suggesting that the functional relevance of p53 deacetylation might be more complicated than previously anticipated.

Another interesting target of SirT1 is Ku70, which is involved in the repair of DSBs through NHEJ. Ku70 also inhibits apoptosis by binding Bax, a protein involved in the regulation of stress-induced apoptosis, thereby sequestering it from the mitochondria. This binding is abolished by Ku70 acetylation. Under stress, SirT1 interacts with and deacetylates Ku70, inhibiting Bax-dependent apoptosis and inducing Ku70-dependent DNA repair of DSBs. This is similar to the case of...
Nijmegen breakage syndrome 1 (NBS1), a checkpoint factor that is involved in the detection and activation of DNA repair. NBS1 acetylation decreases cell survival, whereas deacetylation by SirT1 seems to promote it. However, under certain conditions, such as chronic oxidative stress, extensive DNA damage, or acute oncogene overexpression, SirT1 does not promote cell survival but instead inhibits cell cycle progression and induces replicative senescence. This suggests that, under the conditions mentioned, other control or checkpoint signaling may target SirT1.

**Figure 6.3** SirT1 in cell survival and cancer. (A) SirT1 is involved in the cell survival response to genotoxic and oxidative stress by interaction with and deacetylation of several factors (FOXO, NF-κB, p53, and others) that induce apoptosis inhibition, cell proliferation, DNA repair, and expression of detoxifying proteins. This modulatory effect is produced by either activation (FOXO1, 4) or inhibition (FOXO3a, NF-κB, p53) of the transcriptional activity of these factors. SirT1 also directly deacetylates factors of the DNA repair machinery (NBS1, Ku70). Caloric restriction (CR) upregulates SirT1 and therefore may activate this response in the absence of stress. This may constitute a protective mechanism and induce an increase in lifespan. (B) Of all the sirtuins, SirT1 and SirT2 are more clearly involved in cancer through antagonistic roles. SirT1 promotes cell viability (see A) and cancer progression by different mechanisms, some of which are not completely understood yet. SirT2 has a tumor suppressor gene effect through a checkpoint role in cell cycle progression not yet characterized.
6.6.4.3 SirT1 and Metabolic Homeostasis

The role of SirT1 as a metabolic sensor not only is important at the cellular level, but is key for the proper regulation of glucose homeostasis in the organism through endocrine signaling pathways. SirT1 levels are upregulated upon nutrient deprivation or fasting, and this promotes a systemic coordinated response that involves at least three different organs. In the liver, SirT1 deacetylates PGC-1α, a coactivator of the transcription factor HFN4α that is essential in the induction of gluconeogenesis (GNG). SirT1 also positively modulates the inhibitory effect of PGC-1α in glycolysis during fasting conditions. In agreement with these observations, high levels of glucose have been found to downregulate SirT1 levels in the liver.

At the same time, SirT1 promotes insulin production by pancreatic β cells through the inhibition of uncoupling protein 2 (UCP2). UCP2 is involved in thermogenesis, controlling energy production by decoupling the electron transport chain (ETC) from ATP production. SirT1 is located in the cytoplasm in these cells, whereas UCP2 is mitochondrial. Thus, the mechanism involved is not likely to be a direct one. Downregulation of UCP2 results in decreased ATP levels due to the ETC and increased insulin production. Therefore, SirT1 not only induces de novo glucose synthesis by GNG in the liver, but also fosters glucose uptake in all tissues through increased insulin levels, a priority under fasting conditions. At the same time, SirT1 interferes with the response to insulin by white adipose tissue (WAT). Normally insulin would upregulate the processes of fat storage (adipogenesis) and WAT differentiation. However, under fasting conditions, SirT1 impedes the transcriptional activator that is key to these processes, the peroxisome proliferator-activated receptor γ (PPARγ) by recruiting the corepressors NCoR and SMRT to PPARγ-regulated genes.

In agreement with its role in systemic metabolic regulation and the endocrine system, SirT1 participates in the regulation of several hormone-signaling pathways in addition to insulin. SirT1 function is intimately related to that of the IGF pathway. Moreover, SirT1 interacts with specific nuclear hormone receptors, such as androgen or glucocorticoid receptors, which modulates their downstream signaling. This suggests a wider role for SirT1 as a participant in the endocrine system response during metabolically compromised situations.

6.6.4.4 SirT1 and Cell Differentiation

Certain tissues are highly responsive to the metabolic status of the organism. Such is the case for skeletal muscle and adipose tissue. In the case of muscle, its energetic requirements make it very sensitive to fluctuations reflected by the NAD+/NADH ratio. In fact, skeletal muscle is the main tissue to uptake glucose in response to insulin and is particularly important in the regulation of systemic glucose levels in situations of diet or fasting. Similar to the case of WAT, SirT1 inhibits muscle differentiation from myoblasts to myotubes through the silencing of certain muscle-specific genes such as myogenin or MHC. SirT1 is recruited to these target genes through direct interaction with a complex formed by the transcription factor MyoD and the histone acetyltransferase (HAT) PCAF (p300/CBP associating factor). In normal situations, MyoD is acetylated by PCAF, promoting transcriptional activation
of the muscle-specific genes.\textsuperscript{109} In contrast, SirT1 deacetylates both PCAF and MyoD as well as histones in the promoter regions of their target genes, shutting down their expression. Interestingly, results from RNAi studies on cultured myoblasts suggest that SirT1 downregulation promotes a high expression of muscle-specific genes and differentiation.\textsuperscript{108}

Thus when SirT1 is activated under energy-compromising conditions, it promotes the efficient use of available energy by inhibiting the differentiation of both adipose tissue and skeletal muscle, both avid consumers of blood glucose.\textsuperscript{103,108} Another interesting aspect of SirT1’s function in cellular differentiation comes from mouse studies. The observation that SirT1 levels are elevated in undifferentiated embryonic stem (ES) cells but decrease progressively throughout differentiation\textsuperscript{67} suggests a general antagonistic relationship between SirT1 and cellular differentiation. On the other hand, both male and female SirT1\textsuperscript{–/–} knockouts exhibit depletion of differentiating germ cells,\textsuperscript{66} which suggests that SirT1 may be positively involved in differentiation in certain tissues.

### 6.6.5 SirT2

SirT2 is the eukaryotic ortholog of yeast \textit{HST2}, and it is one of the few sirtuins that is clearly conserved through evolution from \textit{S. cerevisiae} to humans.\textsuperscript{14,15} Like Hst2p, SirT2 is cytoplasmic,\textsuperscript{26} except during the G\textsubscript{2}/M transition, when it is shuttled to nuclear chromatin.\textsuperscript{27,110} A phosphorylation-dependent nuclear export mechanism has recently been defined for SirT2,\textsuperscript{110-112} which suggests that SirT2 is actively kept out of the nucleus, except during the G\textsubscript{2}/M transition, and that small amounts of SirT2 may temporally localize to the nucleus during certain conditions, as has been suggested for SirT2 and Hst2p.\textsuperscript{113,114}

Although additional SirT2 functions have been reported (see below), current evidence strongly suggests that its main role is in cell cycle regulation. First, SirT2 overexpression delays mitosis, with resultant shortening of the G\textsubscript{1} phase.\textsuperscript{110,113,115} Conversely, MEFs derived from SirT2\textsuperscript{–/–} mice have a longer G\textsubscript{1} and a shorter S phase.\textsuperscript{27} Second, overexpression of both SirT2 and Hst2 in starfish oocytes can delay cell division.\textsuperscript{116} Third, SirT2 localization and protein levels seem to be regulated throughout the cell cycle through the phosphorylation state of SirT2 residues S368 and S372 mediated by cell-cycle-dependent kinases and phosphatases.\textsuperscript{110,117,118}

In contrast to the general role of SirT1 in promoting cell survival, SirT2 seems to promote G\textsubscript{2}/M arrest and cell death during stress or uncontrolled growth.\textsuperscript{115,119} Interestingly, the overexpression of SirT2 seems more detrimental to cell viability than its loss in both mice (SirT2\textsuperscript{–/–}) and cultured cells.\textsuperscript{27,113} This suggests that tight control of SirT2 protein levels may be key for its function and that there might exist an important redundancy for at least part of SirT2 functions.

Chromatin and the cytoskeleton have been defined as the main targets of SirT2 in the context of cell cycle regulation. However, at present the contribution of each target to the observed phenotypes and whether there are more SirT2 targets that account for part of the observed effects are largely unknown.
6.6.5.1 SirT2 and Cytoskeleton

The first function attributed to SirT2 was as regulator of microtubule organization involving deacetylation of α-tubulin through an interaction with the tubulin deacetylase HDAC6. Tubulin acetylation was reported to stabilize microtubules after assembly, whereas deacetylation was expected to negatively alter microtubule organization. In agreement with its role in microtubule dynamics, RNAi against SirT2 resulted in tubulin hyperacetylation in the stable 293 cell line. Furthermore, SirT2 overexpression was found to induce microtubule network reorganization in glial cells. However, whether these observations reflect a direct or indirect effect by SirT2 on tubulin and microtubules in vivo is currently not clear. In fact, unlike HDAC6, neither SirT2−/− mice nor MEFs derived from them show any defect in microtubule organization or acetyl-tubulin levels. This suggests that either there is an important functional redundancy or SirT2 might target tubulin during very specific situations.

6.6.5.2 SirT2, H4K16Ac, and Cell Cycle Regulation

In contrast to SirT1, SirT2 does not participate directly in heterochromatin formation. Given its cytoplasmic localization, the targets of SirT2 were long assumed to be cytoplasmic as well. Indeed this seemed to be borne out when tubulin was identified as a SirT2 target. However, tubulin acetylation does not exist in lower eukaryotes and in light of SirT2 homology with yeast HST2, it seemed that there must be a more basic conserved function. In fact, despite the cytoplasmic localization of these two proteins, both SirT2 and Hst2p specifically target H4K16Ac and regulate global levels of this modification in vivo. RNAi against SirT2 causes a global increase in H4K16Ac and yeast strains deficient in Hst2p (hst2Δ) display global H4K16 hyperacetylation. In contrast, despite their homology/conservation, sir2Δ or hst1Δ mutant strains showed only very mild changes in global H4K16 hyperacetylation. This suggests that while Sir2 and Hst1 target H4K16Ac, their effect is local, whereas Hst2p and SirT2 regulate the global levels of the modification. H4K16Ac deacetylation specifically occurs during the G2/M transition when cytoplasmic SirT2 is shuttled to the nucleus. SirT2−/− MEFs show consistently higher levels of H4K16Ac during mitosis, whereas SirT1−/− MEFs show no such change. Despite that SirT2 overexpression causes delays in mitosis, SirT2−/− MEFs do not show a clear change in mitosis duration. However, they do exhibit a delay in G1 progression and a shortening of the S phase, suggesting that these cells encounter some problems when entering S-phase. Although it is still unknown whether this phenotype is directly due to higher levels of H4K16Ac in the absence of SirT2 function, the facts that H4K16Ac levels peak in S phase and that this modification has been implicated in plant replication as well as in yeast and in mammalian DNA repair suggest this to be the case. Further work should elucidate the link between SirT2 function, H4K16 hyperacetylation, and cell cycle control.

SirT2 has also been recently linked to the inhibition of adipocyte and neural oligodendroglial differentiation. Another interesting but not understood role in neurodegenerative diseases has been described (see Section 6.9).
6.6.6 SirT3

Human SirT3 is closely related to SirT2<sup>15</sup> and is the only sirtuin clearly linked to lifespan increase.<sup>128,129</sup> SirT3 localizes to the mitochondria after the first 142 residues of its N-terminus are proteolytically cleaved, rendering a 25-kDa protein from the 44-kDa full-length protein.<sup>54,55</sup> Its cellular role seems to be intimately linked to metabolism and mitochondrial function. For instance, its levels are upregulated by caloric restriction (CR) and cold exposure. SirT3 knockout mice show hyperacetylation of numerous mitochondrial proteins, suggesting that SirT3 might be a global deacetylase in this organelle.<sup>130</sup> However, only one substrate has been identified—the mitochondrial enzyme acetyl-CoA synthetase 2 (AceCS2). By deacetylating AceCS2 at Lys-642, SirT3 activates the synthetase, which then generates AcCoA from acetate thereby increasing the mitochondrial metabolic rate.<sup>131,132</sup> Recent studies suggest that, together with SirT4, SirT3 is involved in protecting cells from cell death induced by genotoxic agents such as methylmethane sulfonate (MMS). This function is dependent on the enzyme nicotinamide phosphoribosyltransferase (Nampt),<sup>133</sup> which, during stress and CR, can produce high levels of NAD<sup>+</sup> in the mitochondria; conditions expected to activate SirT3. The case of SirT4 is more complicated, since some evidence suggests it is downregulated by CR. In any case, the mechanism through which both enzymes may participate in these processes is completely unknown and will require further study.

Although SirT3 is expressed in numerous tissues in mice, its levels are particularly high in the brain, the kidneys, and brown adipose tissue (BAT).<sup>134</sup> SirT3 is actually poorly expressed in WAT, although CR upregulates SirT3 RNA levels in both brown and white adipose tissues.<sup>134</sup> In BAT, constitutive SirT3 expression induces the expression of certain mitochondrial factors, such as the transcription factor PGC1α, ATP synthetase, subunits of the cytochrome c oxidase complex, and the uncoupling protein 1 (UCP1), which, like UCP2, is involved in thermogenesis control.<sup>134</sup> Consistent with this, SirT3 overexpression in BAT increases cellular respiration and decreases mitochondrial membrane potential. In agreement with a functional link between CR and SirT3, the BAT of obese mice shows a significant drop in SirT3 RNA levels and in mitochondrial gene expression.<sup>134</sup>

Recent reports have shown that foci of unprocessed, full-length SirT3 exist in the nucleus, but, to date, they remain uncharacterized.<sup>56</sup> Under normal growth conditions, both nuclear and mitochondrial forms of SirT3 coexist in the cell. However, upon conditions eliciting cellular stress, such as DNA damage or SirT3 overexpression, the entire nuclear population can relocate to the mitochondria within 2 hours, via a leptomycin A-sensitive shuttling mechanism.<sup>56</sup> Nuclear SirT3 has been hypothesized to have a role in specific gene repression based on two observations. First, like SirT2, SirT3 has strong specificity for H4K16Ac.<sup>27,56</sup> Second, transient transfection experiments showed that a fusion protein containing full-length SirT3 and the Gal4 binding domain could deacetylate H4K16Ac and H3K9Ac on the promoter of a Gal4-dependent luciferase reporter gene, resulting in its repression.<sup>56</sup> Consistent with a role in the regulation of specific genes, a SirT3 knockdown, in contrast to a SirT2 knockdown, does not result in H4K16 hyperacetylation.<sup>56</sup> Another interesting possibility, not necessarily opposed to the previous one, is based on the observation
that SirT3 overexpression causes cellular stress comparable to that of DNA damage. Perhaps unprocessed SirT3 nuclear foci serve as a reservoir to be used when required. Overall, the data suggests that, like SirT2 levels, SirT3 levels must be tightly regulated.

6.6.7 SirT4 and SirT5

The other mitochondrial sirtuins, SirT4 and SirT5, are phylogenetically related to the prokaryotic family members. Considerably less is known about SirT4 and SirT5 relative to SirT3, with SirT5 being virtually uncharacterized. Besides a weak deacetylase activity detected in vitro, additional targets/functions have not been identified for SirT5 to date. SirT4, however, is known to be involved in the regulation of intermediary metabolism and insulin production in pancreatic β cells. In contrast to SirT3, SirT4 does not show any detectable deacetylase activity, but instead shows strong ADP-ribosylase activity that targets mitochondrial proteins. The only SirT4 target identified so far is glutamate dehydrogenase (GDH), an oxidoreductase involved in the catabolism of glutamic acid and glutamine. GDH catalyzes the conversion of glutamate to α-ketoglutarate, a citric acid cycle product. ADP-ribosylation inhibits GDH activity, depriving β cells of utilizing the amino acid pool for energetic purposes, which in turn inhibits amino acid-dependent insulin production during normal diet conditions. Supporting evidence of SirT4’s role in intermediary metabolism and β cell insulin production comes from SirT4 knockout mice that exhibit high GDH activity and glutamate-/glutamine-dependent insulin production. Contrary to what would be expected, CR increases GDH activity, suggesting that unlike SirT1 and SirT3 CR negatively regulates SirT4 activity. Thus, under normal energetic conditions, SirT4 suppresses amino acid-dependent insulin production. If so, energetically compromised conditions would inhibit SirT4, which in turn would shift the energy source from that of carbohydrates to that of amino acids. SirT4 also inhibits glucose-dependent insulin synthesis, but via an unknown mechanism. Interestingly, SirT1 stimulates glucose-dependent insulin production and is positively regulated by CR, suggesting an opposing role between SirT1 and SirT4 in this context. Further studies will be required to elucidate whether both sirtuins regulate insulin production through common or completely unrelated pathways.

6.6.8 SirT6 and SirT7

SirT6 and SirT7 are highly homologous sirtuins present in different nucleolar compartments—SirT6 localizes to the nucleoplasm, whereas SirT7 localizes exclusively to the nucleolus. Both are ADP-ribosyl-transferases with no detectable deacetylase activity. With the exception of ADP-ribosylation, which is a putative auto-regulatory activity exhibited by SirT6, no clear targets have yet been identified for either enzyme. SirT6 is a chromatin-bound protein that maintains genomic integrity through an undefined role during the base excision repair (BER) pathway, a mechanism that eliminates single-stranded breaks in DNA produced by different conditions like genotoxic and oxidative stress. SirT6 is ubiquitously expressed from development through to adulthood. SirT6+/− mice exhibit higher sensitivity to ionizing radiations and both genotoxic and oxidative stress, and they show notable
genomic instability resulting in metabolic defects and aberrant aging, a phenotype also ascribed to defects in the components of other DNA-repair pathways. However, much evidence suggests that the effect of SirT6 on genomic integrity is indirect and that it might have additional, unidentified roles. First, in contrast to knockdowns of other BER factors, SirT6–/– deletion leads to lethality in mice. Second, SirT6–/– derived extracts can perform BER on naked DNA substrates in vitro to the same extent as wild type. Third, DNA damage to SirT6–/–-derived MEFs causes the appearance of characteristic BER foci. Unlike the BER machinery under DNA-damaging conditions, SirT6 is diffused in the nucleoplasm. Fourth, SirT6 has been found to interact with the factor GCIP (also known as CCND1BP1), a negative regulator of cell proliferation and a putative tumor suppressor. The role of SirT6 in GCIP function is completely unknown but is consistent with that of a “guardian,” poised to stimulate DNA repair or proliferation arrest whenever the cellular genomic integrity is compromised.

Nucleolar SirT7 is peculiar in that its role is unexpected, given its physical proximity to actively transcribed rDNA repeats as well as its activation of, and interaction with, RNA polymerase I (Pol I). This latter stimulatory effect is mediated by direct interaction with Pol I and requires SirT7 catalytic activity. Yet Pol I does not seem to be targeted by SirT7 and no other target for its activity has been identified. SirT7 functions to stabilize Pol I binding to rDNA copies, promoting ribosomal gene expression. In keeping with this, loss of SirT7 causes both a decrease in the amount of Pol I bound to rDNA regions and a decrease in overall Pol I transcription, resulting in the inhibition of cell proliferation and apoptosis. As mentioned above, SirT7 is not the only nucleolar sirtuin. Low, but detectable amounts of SirT1 localize to silenced rDNA regions due to recruitment by DNA methyltransferase 1 (Dnmt1). Accordingly, RNAi against SirT1 increases the levels of H4K16Ac present in rDNA copies and promotes nucleolus reorganization. In all, the findings suggest that SirT1 and SirT7 have opposing functions when it comes to the regulation of rDNA expression. Whether they antagonize each other in this context is unknown and will require further investigation.

6.7 SIRTUINS AND CANCER

That the activity of sirtuins depends upon the cellular metabolic redox state and that active sirtuins inhibit senescence implicates them in the regulation of cellular proliferation and, by extension, cancer. Sirtuins are categorized into three groups depending on whether their levels in tumor cells are upregulated, downregulated, or unchanged.

SirT1, SirT3, SirT4, and SirT7 fall under the upregulated category and are thought to play a positive role in tumor formation. Within this group, SirT1 is most clearly linked to cancer due to its general role in promoting cell viability during DNA damage, cell cycle control defects, or oxidative stress (Figure 6.3B). SirT1 is overexpressed in many types of cancers, including pancreatic, breast, epithelial, skin, and lung cancer. This overexpression is not completely understood, but it seems to occur at the level of transcription and mRNA stability. In the former case, SirT1 gene expression is tightly regulated by multiple factors known to play a role in cancer.
The best characterized among these factors is the tumor suppressor Hic1, which inhibits SirT1 expression by directly binding the promoter. Conversely, loss of Hic1 is associated with increased SirT1 levels. Another SirT1 transcriptional repressor is Aiolos, a member of the Ikaros family that is involved in B-cell differentiation. Aiolos seems to act as a tumor suppressor since its loss is associated with lymphoma development. Regarding SirT1 activation, the E2F1 transcription factor involved in cell cycle control and apoptosis regulation, promotes SirT1 expression during DNA damage. Interestingly, SirT1 binds to E2F1 and inhibits its proapoptotic activity.

The second mechanism driving SirT1 upregulation is mRNA stabilization mediated by direct interaction between the RNA-binding protein HuR and SirT1 mRNA. This interaction is inhibited when HuR is phosphorylated by the cell cycle checkpoint kinase, Chk2, implying a checkpoint-dependent control of SirT1 levels.

The mechanisms triggering SirT1 overexpression are not completely understood. Nevertheless, one obvious prediction is that in certain cases of tumor formation, hypermethylation of the Hic1 promoter results in SirT1 overproduction. Another relevant finding is that SirT1 associates with the Polycomb group protein Ezh2, specifically in the PRC complex designated PRC4. Overexpression of several PRC4 complex components, such as Ezh2, Suz12, Eed, and SirT1, has been reported in colon, pancreatic, and breast cancer tissue. Interestingly, overexpression of Ezh2 results in the overexpression of all the other PRC4 components through an unknown mechanism. This suggests that SirT1 protein upregulation might also occur by indirect mechanisms in certain types of cancer.

SirT1 might contribute to cancer progression through its inhibition of senescence and its promotion of viability under genotoxic or oxidative stress (see Section 6.6.4.2). Adding to this complexity is the close relationship between SirT1 and cell cycle progression through FOXO and other factors. Some evidence suggests that the levels of SirT1 protein, but apparently not SirT1 mRNA levels, decrease upon serial cell passage and correlate with an increase in senescence phenotypes. In fact, SirT1 levels are low in MEFs that exhibit a premature senescence phenotype but are high in MEFs with delayed senescence. In cells exiting the cell cycle, SirT1 levels decrease dramatically and increase only when the cells resume it. In agreement with this, SirT1 levels decrease with age in mouse tissues like testes or thymus in which mitotic activity decreases with age, but not in tissues in which mitotic activity remains unchanged, such as the brain. The mechanism underlying these observations is unknown but suggests a direct role of SirT1 in cell cycle maintenance.

SirT1 is also involved in cancer through chromatin modification. This has been shown at two different levels. First, SirT1 is responsible for the direct silencing of certain tumor suppressor genes (TSG). For instance, SirT1 is detected in tumor suppressor promoter regions, which correlates with H4K16 and H3K9 hypoacetylation. Its absence from the generally hypermethylated promoters of these genes, reactivates them without affecting DNA methylation levels. Second, cancer phenomena have been associated with loss of global H4K16Ac and H4K20me3, which suggests that a sirtuin may be involved. The facts that SirT1 and SirT2 are the only sirtuins whose knockdowns produce global H4K16 hyperacetylation and that SirT1 is specifically upregulated in tumors suggest that SirT1’s effect on chromatin could be involved in regulating cancer.
SirT3, SirT4, and SirT7 have also been reported as being overexpressed in certain types of cancers.\textsuperscript{151–153} While SirT7 is upregulated in breast and thyroid cancers,\textsuperscript{151,153} SirT3 is upregulated in node-positive breast cancer, and SirT4 is overexpressed in acute myeloid leukemia (AML).\textsuperscript{152} However, whether the upregulation of these other sirtuins is directly related to the cancers per se or is just an indirect effect is not known. One could speculate that the increased proliferative activity of tumor cells associated with cancer processes is coupled with increased mitochondrial metabolic activity (SirT3 and maybe SirT4) and ribosomal gene expression (SirT7). However, more work is needed to elucidate the actual role of these sirtuins in cancer.

So far only one sirtuin, SirT2, has been reported to be downregulated in cancer. This sirtuin is downregulated in gliomas and gastric carcinomas.\textsuperscript{115,119} Meanwhile, in melanomas, SirT2 has been found to carry a P199L mutation in its catalytic domain that eliminates its enzymatic activity.\textsuperscript{154} Overall, the evidence points to a tumor suppressor role for SirT2. This is supported by studies showing that in situations of uncontrolled proliferation or mitotic stress, SirT2 overexpression induces cell cycle arrest before mitotic entry (Figure 6.3B).\textsuperscript{119}

The third category refers to those sirtuins that have not been clearly linked to cancer, SirT5 and SirT6. In the case of SirT6, a direct interaction with GCIP, a candidate tumor suppressor, has been reported.\textsuperscript{139} The gene encoding GCIP is located in a chromosome region frequently deleted in breast, colon, and prostate cancer.\textsuperscript{155} Overexpression of GCIP inhibits the proliferation of tumorigenesis.\textsuperscript{155} This evidence, together with the role of SirT6 as a guardian of genomic integrity,\textsuperscript{136} suggests that it has much in common with SirT2. However, further work is needed to understand the significance of SirT6 interaction with GCIP as well as the possible role of SirT6 in cancer.

### 6.8 SIRTUINS AND AGING

Aging is associated with a group of degenerative diseases and with cancer. Different factors have been shown to determine lifespan increase in several organisms. Some examples are the IGF and growth hormone (GH) pathways, telomere length, CR, and reactive oxygen species (ROS).\textsuperscript{156–160}

The mechanism best known to delay aging is mitochondrial ROS reduction. Reactive oxygen species are a group of molecules generated in the electron transport chain that are very toxic to a cell because, among other things, they cause DNA damage and lipid peroxidation.\textsuperscript{157} These oxidants can be decreased by either reducing the cellular metabolism rate, as during CR,\textsuperscript{156} or expressing detoxifying enzymes to eliminate them. This close link between metabolism and lifespan control suggests a role for metabolic sensors such as sirtuins in lifespan mechanisms. This premise has actually been demonstrated in yeast,\textsuperscript{161} *C. elegans*,\textsuperscript{16} and *Drosophila*.\textsuperscript{162} Moreover, some evidence suggests that in mammals, sirtuins might also be involved in lifespan mechanisms.\textsuperscript{156,163}

In yeast, extra copies of *SIR2* increase replicative lifespan, while a *SIR2* deletion causes the opposite effect.\textsuperscript{4,7,13,156} Replicative lifespan refers to the number of divisions a cell undergoes during its lifetime, while chronological lifespan refers to the length of time a cell lives.\textsuperscript{164} Sir2p seems to affect lifespan by inhibiting the accumulation of extrachromosomal rDNA circles (ERC) produced from the recombination
events of nucleolar rDNA copies. ERCs seem to induce replicative senescence in the mother cell.\textsuperscript{13,16,166} Sir2p-mediated silencing of rDNA copies inhibits recombination and therefore ERC formation, whereas a \textit{SIR2} deletion induces the opposite effect (Figure 6.1). Hst2p has also been reported to promote lifespan increase through a currently uncharacterized Sir2p-independent mechanism.\textsuperscript{167}

\textit{Drosophila} Sir2 also promotes lifespan increase through an undefined pathway that seems to be repressed by the histone deacetylase Rpd3.\textsuperscript{162} As discussed above, \textit{C. elegans} SIR-2.1 increases lifespan via an IGF pathway-dependent mechanism and, in particular, through its interaction with the FOXO ortholog DAF-16.\textsuperscript{16} Under normal conditions, DAF-16 is cytoplasmic, but during stress it becomes phosphorylated and is transported to the nucleus. SIR-2.1 binds to phosphorylated DAF-16 in a 14-3-3-dependent manner and promotes expression of DAF-16 target genes, thereby inducing stress resistance and senescence inhibition.\textsuperscript{47}

In mammals, SirT1 is also closely involved in the regulation of the IGF pathway.\textsuperscript{104} Findings presented in Section 6.6.3.2 suggest that SirT1 could induce lifespan increase in mammals in a manner similar to that of the \textit{C. elegans} SIR-2.1 gene.\textsuperscript{16} However, this remains to be demonstrated. Another mammalian sirtuin that has been clearly linked to survival in older humans is SirT3.\textsuperscript{128,129} A polymorphism residing in intron 5 of SirT3 has been found to enhance SirT3 expression. Interestingly, SirT3 alleles lacking this enhancer are completely absent in human males 90 years or older, suggesting that increased SirT3 expression might be required for a long life.\textsuperscript{129}

A controversial aspect of the role of \textit{SIR2} in aging is whether CR-dependent lifespan, shown to occur from yeast to mammals, is actually mediated by \textit{SIR2} homologs.\textsuperscript{164} The rationale behind this hypothesis is that CR increases NAD\textsuperscript{+} levels that in turn have been shown to activate sirtuin activity. Although some initial studies support this idea, it is currently controversial.\textsuperscript{164}

In yeast, CR increases both replicative and chronological lifespans, whereas Sir2p and probably Hst2p affect only replicative lifespan.\textsuperscript{164,167} This suggests that the effect of CR on cellular lifespan may be mediated via pathways besides those involving Sir2p. In fact, a Sir2p-independent lifespan mechanism has been proposed and involves CR-induced inhibition of the nutrient-dependent kinases TOR, Sch9p, and PKA.\textsuperscript{168} Interestingly, TOR and Sch9 knockouts increase lifespan in \textit{C. elegans} and \textit{Drosophila}.\textsuperscript{169−171} This link to Sir2 members has been demonstrated only in \textit{Drosophila}.\textsuperscript{162} SIR-2.1 is clearly not involved in CR-induced lifespan increases in \textit{C. elegans},\textsuperscript{172,173} while in mammals some evidence links SirT1 with CR. In addition to its role in cell survival mechanisms, SirT1 is overexpressed in the brain, fat, and liver of rodents during CR.\textsuperscript{96,101} Moreover, the IGF signaling pathway, in which SirT1 function is implied, is involved in mammalian lifespan increase.\textsuperscript{174} Finally, loss of SirT1 in mice eliminates the CR-induced increase in physical activity, strongly suggesting that, at least in part, the effects produced by CR in mammals are dependent on sirtuins.\textsuperscript{175} Given its metabolic function in the mitochondria and its link to survival in humans (see Section 6.6.5), SirT3 is another possible mediator in the regulation of mammalian CR-dependent lifespan, although this has not yet been determined.
6.9 SIRTIUNS AND NEUROLOGICAL DISEASES

Recent reports have identified a protective role for SirT1 in neurodegenerative diseases such as Alzheimer’s disease (AD), amyotrophic lateral sclerosis (ALS), Parkinson’s disease (PD), and Huntington’s disease (HD). SirT1 is overexpressed in mouse models of several of these diseases, which also show activation of SirT1 activity by resveratrol or SirT1 overexpression in the hippocampus results in neuron survival and protection against learning impairment in mouse Alzheimer’s models. SirT1 is responsible for the previously described axonal protection via increased NAD+ biosynthesis. Axonal degeneration is a critical feature of many neurodegenerative diseases, preceding the death of neurons in PD and AD. In the case of AD, some findings suggest that SirT1 might also act through its inhibition of NF-κB in microglia, downregulating amyloid-β peptide (Aβ) levels. Upon accumulation of Aβ, microglial cells induce neurodegeneration, resulting in neuronal cell death.

PD is characterized by the presence of cytotoxic, α-synuclein-enriched Lewy bodies within dopaminergic neurons. SirT1 activation by resveratrol inhibits neurotoxin-induced accumulation of α-synuclein in dopaminergic neurons. The inhibitory mechanism is unknown, but it may involve p53. Recently, an antagonistic role for SirT2 has been described in PD. Specific inhibition of SirT2 activity or knockdowns of SirT2 levels prevent α-synuclein accumulation and toxicity through an unknown mechanism in mice and Drosophila PD models.

Finally, some evidence suggests that SirT1 function might be protective in polyglutamine-related neurodegenerative diseases such as HD. These diseases are caused by alterations in certain genes that produce abnormal glutamine tract expansions (polyQ). Once expressed, these aberrant proteins aggregate and seem to be cytotoxic. Recent reports show that polyQ tract expansion in ataxin-3, a protein involved in proteosome-dependent ubiquitination and gene repression, induces Ku70 acetylation. As described above, acetylated Ku70 can no longer sequester Bax, which is then free to move to the mitochondria and induce apoptosis. Consistent with what is seen during SirT1-mediated Ku70 deacetylation, resveratrol, a SirT1 activator, has been shown to reduce polyQ-ataxin-3 toxicity in neuronal cell lines.

6.10 CONCLUSIONS

Recent developments in the study of the Sir2 family of proteins have provided a new perspective regarding the mechanisms in which they participate and their roles in multiple human pathologies. This new perspective, and the fact that Sir2 catalytic activity is so radically different from the rest of the HDACs, has prompted considerable efforts from the academic and private sectors to develop novel drugs capable of specifically modulating sirtuin functions. Studies of the sirtuin activator resveratrol, the sirtuin inhibitor sirtinol, and many others suggest that this class of pharmaceuticals may have the potential to drastically change the medical landscape in the near future.
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microRNAs (miRNAs) are 18–24 nucleotide (nt) small, noncoding RNAs that target cognate mRNAs at a posttranscriptional level by degradation or at a translational level by repression through base pairing. The perfectly (in plants) or partially (in mammals) complementarity sites are located mainly, but not exclusively, in the 3′-untranslated region (3′-UTR) of the target mRNA [1,2]. The founding members of the miRNA family, *lin-4* and *let-7*, were first identified as fundamental development regulators in *Caenorhabditis elegans* [3,4]. Subsequently, miRNAs have been discovered in worms, flies, and human cells as well [5-7]. The majority of animal miRNAs...
have been discovered by cloning and by bioinformatic analyses [8,9], and their implications in basic cellular functions such as differentiation, proliferation, development, and apoptosis have been clearly documented in the last few years [2,10-12].

miRNAs are first transcribed by an RNA polymerase II as long primary transcripts called pri-miRNAs (Figure 7.1). These precursors are then processed by a ribonuclease III called Drosha [in conjunction with its binding partner, DiGeorge syndrome critical region gene 8 (DGCR8, or Pasha in *Drosophila* and *C. elegans*)], which is able to recognize double-stranded RNA and is responsible for the cleavage of pri-miRNAs into hairpin RNAs, called pre-miRNAs (70–100 nt in length). These direct precursors of the mature form of miRNAs are transported to the cytoplasm by the nuclear export factor exportin 5. Once in the cytoplasm, another double-stranded specific ribonuclease III, called Dicer, which works in concert with human immunodeficiency virus (HIV-1) transactivating response (TAR) RNA-binding protein (TRBP, or Loquacious in *Drosophila*), processes pre-miRNAs in an 18–24 nt miRNA duplex. This duplex is incorporated into a large protein complex called RISC (RNA-induced silencing complex), whose core includes components of the Argonaute protein family (Ago 1–4 in humans). While one strand of the miRNA duplex remains stably associated with RISC and represents the mature miRNA, the complementary strand, called passenger strand or miRNA*, is degraded through two different mechanisms, driven by the subtype of Ago protein present in RISC. If Ago2 is part of RISC, the miRNA may be cleaved; should a different Ago be involved, RISC may remove the passenger strand through a bypass mechanism, which is presumably based on duplex unwinding more than on their cleavage [13-15]. The mature miRNA drives RISC to the target mRNAs, inducing its cleavage in
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7.2 microRNAs IN CELL BIOLOGY

7.2.1 microRNAs as Differentiating Genes

Among the cell functions regulated by microRNAs are differentiation and maintenance of stemness [20,21]. Embryonic stem cells (ES) are totipotent cell lines derived from the inner cell mass of the mammalian blastocyst. First derived from mice, ES are now available from a variety of mammalian systems, including human [22]. Stem cells are able to self-renew in an undifferentiated status under determined culture conditions, while retaining differentiation capacity [22-24]. Under in vitro specific differentiating conditions, ES cells are able to develop into different kinds of specialized somatic cells, recapitulating the different steps that normally occur in early embryonic development. In particular, they recapitulate some of the global genomic methylation that occurs shortly after implantation, allowing study of the epigenetic events responsible for X chromosome inactivation during midblastula [25]. Because of their high differentiation capacity, stem cells represent very attractive investigative targets in clinical and regenerative medicine [26,27]. Stem cells have been described in many different types of cancer, and cancer stem cells are considered responsible for recurrences of the disease and failure to respond to antitumoral treatments [28]; therefore, a better comprehension of the mechanisms that regulate both their self-renewal and differentiating properties is crucially needed.

miRNAs are involved in the regulation of stem cell function. Using Dicer-1 mutants (dcr-1), researchers observed that miRNA maturation and proper mRNA targeting were compromised (as expected), but also that ES cells had division and proliferation defects [29], leading to mice death at 7.5 days (embryonic stage) and to a complete loss of pluripotent stem cells [30]. Mutants for dcr-1 in the germline
stem cells of the fruitfly *D. melanogaster* show a sensibly decreased cyst production due to a delayed transition from the G1 to the S phase [31]. This study indicates that miRNAs allow stem cells to overcome the G1/S checkpoint of the cell cycle, despite the environmental signals that normally induce a cell cycle stop at the G1/S transition in all other cell types. It can be assumed that cancer cells skip the G1/S checkpoint through a similar mechanism and undergo higher proliferation and mutation rates, which are well known aspects of the malignant phenotype.

miRNAs also regulate stem cell differentiation. Mutations of the *dcr-1* gene in mouse ES cells induce globally reduced expression of miRNAs and severely alter the pattern of ES cell differentiation both in vitro and in vivo, with a reversibility of effects observed after reexpression of Dicer [32]. While the complete Dicer mutant failed to express both *oct-4* (a POU family transcription factor, which is a classical marker of all pluripotent cells and plays a critical role in establishing and maintaining cells in a pluripotent state) and *brachyury* (a primitive streak marker), with consequent cell death at an early stage, Dicer-deficient ES cells, expressed stem-cell-specific markers (*oct-4* and the short α6-integrin isoform), showed a normal ES cell morphology and preserved the ability to continually divide, albeit to a slower proliferation rate than the normal counterpart [32]. All these studies clearly demonstrate an involvement of miRNAs in stem cell physiology, but being based on Dicer’s mutants (therefore, on a very general processing mechanism, shared by all miRNAs), they do not answer the question of which miRNAs are predominantly or exclusively expressed in stem cells and which miRNAs affect the commitment of a stem cell in one differentiation pathway or another. Using a direct cloning approach in undifferentiated, moderately differentiated, and differentiated mouse ES cells, Houbaviy et al. [33] were able to identify 15 miRNAs specifically expressed in mouse stem cells, 6 of which (miR-290, -291, -292, -293, -294, and -295) were clustered together, had similar sequences, and were specific for ES or early embryos. This early embryonic microRNA cluster (EEmiRC) can be identified only in placental (eutherian) mammals and only in trophoblastic stem cells, suggesting a possible important role in maintaining the pluripotent cell state [33,34]. Some of the miRNAs expressed in ES cell cultures were also found in adult tissues and should be considered as regulating general aspects of cell physiology (miR-15a, -16, -19b, -92, -93, -96, -130, and -130b) [33]. Finally, a group of miRNAs cloned from undifferentiated ES cells, whose expression dramatically increased upon differentiation (mir-21, and -22 among this set), indicates that miRNA expression timing is strictly regulated and that specific miRNAs are upregulated when the cell starts differentiation [33]. In accordance with what had been described in mice, in human embryonic stem cells an additional 36 miRNAs (mainly stem cell specific) were identified by cDNA cloning [35]. Interestingly, the expression of these miRNAs is significantly reduced as the embryonic stem cell differentiates into embryoid bodies, whereas miRNAs expressed in adult organs or tissues are poorly or not expressed in ES cells [35]. Three miRNAs (miR-296, -301, and -302) were common between the novel miRNA data sets from mouse and human ES cells [33, 35].

Many studies have addressed which miRNAs drive the commitment of stem cells in different lineages. (The main findings are summarized in Figure 7.2.) The whole picture has been particularly well investigated in hematopoiesis. Ectopic expression
of miR-181 increases the fraction of B lymphocytes both in vitro and in vivo. It has not been determined yet if this effect is due to an actual increased commitment of stem cells in the B lineage or to a higher survival rate of B cells [36]. Interestingly, Fazi et al. [37] have identified a minicircuitry which involves a miRNA (miR-223) and two transcription factors (NFI-A and C/EBP\(\alpha\)) as regulators of human granulopoiesis. NFI-A binds to the promoter region of miR-223 and keeps it at low levels of expression. Retinoic acid (RA) is a differentiating agent that induces replacement of NFI-A with C/EBP\(\alpha\) at the same promoter region of miR-223, resulting in an induced higher expression of this miRNA. In turn, miR-223 targets NFI-A mRNA, therefore completing the regulatory minicircuitry. Both silencing of NFI-A by silencing RNA techniques (siRNA) and ectopic expression of miR-223 potentiate differentiation of acute promyelocytic leukemia cells; conversely, silencing of miR-223 (with miRNA antisense molecules) prevents the differentiation response to RA [37]. The erythropoietic lineage has been investigated by Felli et al. [38]. In this study normal erythropoiesis was inhibited by miR-221 and -222. These two miRNAs were also able to contrast the growth of the erythroleukemic cell line TF-1, by targeting the KIT oncogene [38]. Garzon et al. [39] demonstrated that the megakaryocytic differentiation from CD34+ hematopoietic precursors is associated with a characteristic miRNA signature, which includes a down-modulation of miR-10a, -126, -106, -10b, -17, and -20. Interestingly, it was observed that miR-130a (downregulated itself in the megakaryocytic committed cells) targets MAFB, a transcription factor involved in the activation of the GPIIB promoter, important for platelet physiology.

miRNAs are also involved in stem cell differentiation in nonhematologic lineages. miR-1 and -133 regulate skeletal muscle differentiation, as demonstrated...
in cultured myoblasts in vitro and in *Xenopus laevis* embryos in vivo. These two miRNAs are transcribed together in a tissue-specific manner during development, but exert different biologic functions, by targeting different genes. miR-133 induces myoblast proliferation by targeting the serum response factor (SRF), whereas miR-1 promotes myogenesis by targeting histone deacetylase 4 (Hdac 4), a transcriptional repressor of muscle differentiation [40]. Another group found that miR-1-1 and miR-1-2 are specifically expressed in cardiac and skeletal muscle precursor cells and that these miRNAs are transcriptional targets of muscle differentiation regulators such as SRF, MyoD, and Mef2 [41]. These authors found that an excess of miR-1 in the developing heart inhibits proliferation of ventricular cardiomyocytes, by targeting Hand2, a transcription factor that promotes ventricular cardiomyocyte expansion [41]. Therefore, miR-1 genes regulate the effects of critical cardiac regulatory proteins and act as “fine tuners” of the balance between differentiation and proliferation in cardiogenesis.

Taken together, all these studies confirm a role of miRNAs in determining the fate of a stem cell in both of its more peculiar characteristics: self-renewal and differentiation. The ongoing identification of the protagonists of this regulation will soon provide a clearer picture of which miRNAs are doing what and will allow investigators to determine which aberrations to the physiology of miRNA-related differentiation occur in human diseases and can be corrected to restore a normal pathway.

### 7.2.2 microRNAs as Pro-/Anti-apoptotic Genes

We have previously discussed the effects of miRNAs on stem cell proliferation. miRNAs can affect cell growth and apoptosis of different cell lineages in a cell-specific manner. Initially subdivided into pro-apoptotic miRNAs (e.g., miR-15a, miR-16, let-7, etc.) or inducers of cell proliferation (e.g., miR-21, miR-155, etc.), it is now becoming more and more evident the dual nature (both as pro- and anti-apoptotic) of at least some miRNAs, in different cell types and probably under different environmental conditions also in the same cell line [for extensive review, see Ref. 42]. In order to determine which miRNAs are involved in cell growth and apoptosis, Cheng et al. [43] employed a library of more than 90 antisense anti-miRNA inhibitors in HeLa (cervical cancer) and A549 (lung cancer) cell lines. In HeLa cells the silencing of 19 miRNAs (miR-95, -124, -125, -133, -134, -144, -150, -152, -187, -190, -191, -192, -193, -204, -211, -218, -220, -296, and -299) was associated with a decreased cell growth, whereas silencing of miR-21 and -24 produced increased cell growth. In A549 cells antagonists of 9 miRNAs (miR-7, -19a, -23, -24, -134, -140, -150, -192, and -193) down-regulated cell growth, whereas the silencing of miR-107, -132, -155, -181, -191, -194, -203, -215, and -301 increased cell growth. From this analysis emerges how the profile of cell growth up- and down-regulating miRNAs is different in two different cell lines and in some cases (e.g., miR-24, -191) with opposite effects. This study also identified miRNAs with anti-apoptotic effects (miR-1d, -7, -148, -204, -210, -216, and -296), whereas miR-214 was the only one to show a pro-apoptotic effect in HeLa cells [43]. Altogether, these data confirm a role for miRNAs in regulating cell growth and apoptosis and identify some of the culprits involved in these fundamental biologic events. We will discuss later for which miRNAs and
microRNA involvement in human cancers as oncogenes or tumor suppressors. For details see the text. (Modified with permission from Ref. 47.)

to what extent these effects on cell proliferation justify a role as oncogenes and/or tumor suppressor genes.

7.3 microRNAs IN HUMAN DISEASES

7.3.1 microRNAs AND CANCER

The study of the role of miRNAs in a complex disease such as cancer inevitably implies investigating the possible function of these noncoding RNAs in many different fields, from genetic to epigenetic modifications of cancer cells. Cancer is the genetic disease with the most complex mechanism. More recently, this postulate has been modified by adding that cancer is an epigenetic disease as well [for a comprehensive review, see Ref. 44]. We will discuss the role of miRNAs in both the genetics and epigenetics of cancer in the following paragraphs (Figure 7.3 and Table 7.1).

7.3.1.1 microRNAs are Frequently Located in Cancer-Associated Genomic Regions (CAGRs)

Some of the first evidence of a correlation between miRNAs and cancer came from the observation that miRNAs are frequently located in CAGRs [45]. Using a database of 186 human miRNAs, the authors generated several databases containing the exact genomic positions of markers used for cloning CAGRs, including 157 minimal regions of loss of heterozygosity (LOH), possible clues to the presence of tumor suppressor genes (TSGs); 37 minimal regions of amplification, suggestive of the
<table>
<thead>
<tr>
<th>Putative Function</th>
<th>miRNA</th>
<th>Location</th>
<th>Chromosomal Rearrangements</th>
<th>Expression in Cancer</th>
<th>Molecular Consequences*</th>
<th>Suggested References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oncogenic</td>
<td>miR-17/92 cluster</td>
<td>13q313, intron 3 C13orf25</td>
<td>AMPLIF in follicular lymphomas</td>
<td>Overexpressed in malignant lymphomas and lung cancers</td>
<td>The miRNAs cluster, but not the host C13orf25 gene, enhances cell proliferation</td>
<td>[71], [73]</td>
</tr>
<tr>
<td></td>
<td>miR-21</td>
<td>7q23.2, 3′UTR VMP1</td>
<td>AMPLIF in neuroblastoma and breast, colon, and lung cancers</td>
<td>Elevated levels in glioblastomas, breast, colon, lung, pancreas, prostate, and stomach cancers, and cholangiocarcinomas</td>
<td>Increased apoptotic cell death after knockdown in glioblastoma cells:miR-21 modulated gemcitabine induced apoptosis by PTEN</td>
<td>[53], [56], [59]</td>
</tr>
<tr>
<td>Suppressors</td>
<td>miR-16-1/miR-15a cluster</td>
<td>13q14.3, intron 4 of DLEU2</td>
<td>Deletion of 13q143 band or LOH in hematopoietic and solid cancers</td>
<td>Downregulated in the majority of B-CLLs and in the majority of DLBCLs</td>
<td>Exogenous restoration in leukemia cells induces apoptosis by directly reducing levels of anti-apoptotic BCL2</td>
<td>[62], [82], [88]</td>
</tr>
<tr>
<td></td>
<td>miR-127</td>
<td>14q32.31</td>
<td>LOH in solid cancers</td>
<td>Reduced expression in prostate and bladder cancers</td>
<td>Translational downregulation of the transcriptional repressor BCL6</td>
<td>[96]</td>
</tr>
<tr>
<td></td>
<td>miR-145/ miR-143 cluster</td>
<td>5q32, intergenic</td>
<td>Deletion of 5q32 band or LOH in MDS (5q-syndrome)</td>
<td>Reduced expression in colon adenomas and carcinomas and in breast cancers</td>
<td>Unknown</td>
<td>[56], [94]</td>
</tr>
<tr>
<td></td>
<td>miR-124a-1</td>
<td>8p23.1 intergenic</td>
<td>Downregulated in various solid cancers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>let-7 family</td>
<td>Various</td>
<td>LOH in lung cancers</td>
<td>Reduced expression in lung cancers</td>
<td>let-7 regulates RAS oncogene expression in lung tumors</td>
<td>[54], [90], [91]</td>
</tr>
</tbody>
</table>

**Suppression of** microRNAs:**

- **miR-16-1/miR-15a cluster**: Deletion of 13q143 band or LOH in hematopoietic and solid cancers. Expression is downregulated in the majority of B-CLLs and in the majority of DLBCLs. Exogenous restoration in leukemia cells induces apoptosis by directly reducing levels of anti-apoptotic BCL2.

- **miR-127**: Expression in solid cancers. Reduced expression in prostate and bladder cancers. Translational downregulation of the transcriptional repressor BCL6.

- **miR-145/ miR-143 cluster**: Deletion of 5q32 band or LOH in MDS (5q-syndrome). Reduced expression in colon adenomas and carcinomas and in breast cancers.

**Oncogenic microRNAs:**

- **miR-17/92 cluster**: AMPLIF in follicular lymphomas. Overexpressed in malignant lymphomas and lung cancers. The miRNAs cluster, but not the host C13orf25 gene, enhances cell proliferation.

- **miR-21**: AMPLIF in neuroblastoma and breast, colon, and lung cancers. Elevated levels in glioblastomas, breast, colon, lung, pancreas, prostate, and stomach cancers, and cholangiocarcinomas. Increased apoptotic cell death after knockdown in glioblastoma cells:miR-21 modulated gemcitabine induced apoptosis by PTEN.

**References:**

- [54], [90], [91], [62], [82], [88], [97], [56], [94], [71], [73], [53], [56], [59]
<table>
<thead>
<tr>
<th>miRNA</th>
<th>Location</th>
<th>Expression</th>
<th>Function</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>miR-155</td>
<td>21q21.3, exon 3 of ncRNA BIC</td>
<td>High expression in pediatric BL, in Hodgkin’s, primary mediastinal and DLBCL lymphomas; overexpressed in breast, colon, and lung cancers</td>
<td>Unknown</td>
<td>[53], [54], [56], [61], [62], [64]</td>
</tr>
<tr>
<td>miR-372, miR-373</td>
<td>19q1342, intergenic</td>
<td>High expression in testicular germ cell tumors</td>
<td>Proliferation of p53 wild-type cancer cells sensible to DNA-damaging agents</td>
<td>[81]</td>
</tr>
</tbody>
</table>

Note: * Molecular consequences with proven cancer relevance, as reported by the references in the last column, were presented. B-CLL: B-cell chronic lymphocytic leukemia; BIC: noncoding RNA gene; BL: Burkitt lymphoma; DLBCL: diffuse large B-cell lymphoma; DLEU2: noncoding RNA gene; MDS: myelodysplastic syndrome; VMP1: vacuole membrane protein 1. Modified with permission from Ref. 47.
presence of oncogenes (OGs); 45 common breakpoint regions in or near possible OGs or TSGs; and 29 fragile sites (FRA). Overall, more than half of miRNAs are located in CAGRs, 19% are inside or close to FRA, including FRA in which no known TSGs map (e.g., FRA7H and miR-29a and -29b-1). About half of miRNAs are in LOH areas or in regions of amplification. Interestingly, many miRNAs are located close to breakpoint regions. This is the case for miR-142, which is 50 nt from the t(8;17) breakpoint regions, which involves chromosome 17 and the oncogene MYC. The translocation juxtaposes a truncated version of MYC (without the first exon) downstream of the miR-142 promoter, therefore inducing an abnormally increased MYC expression, which leads to a very aggressive B-CLL (B-cell chronic lymphocytic leukemia) phenotype [45]. Another example involves miR-180, located at 1 kb from the MN1 gene, which is involved in a t(4;22) translocation in meningioma. As a consequence, the chromosomal aberrancy inactivates both MN1 and the miRNA gene [45]. In a patient with B-ALL, a rearranged miR-125b-1, juxtaposed to the immunoglobulin heavy-chain locus, was described as a possible early step in leukemogenesis [47]. miR-122a maps in the minimal amplicon around MALT1 in aggressive marginal zone lymphoma (MZL) and about 160 kb from the breakpoint region of translocation t(11;18), in mucosa-associated lymphoid tissue lymphoma (MALT) [45]. Other miRNAs are located in target regions for viral integration (e.g., miR-142 at FRA17B, a target for HPV16 integration in cervical tumors). [For a review on chromosomal abnormalities and miRNAs, see Ref. 47.] Strengthening the importance of these findings, an extensive study of high-resolution array-based comparative genomic hybridization on 227 human ovarian cancer, breast cancer, and melanoma specimens clearly proved that regions hosting miRNAs exhibit high-frequency genomic alterations in human cancer [48].

Recently, a statistically significant association has been reported between the chromosomal location of miRNAs and mouse cancer susceptibility loci that are involved in the development of solid tumors, and for many of those miRNAs, specific patterns of flanking DNA sequences are present in inbred strains with different tumor susceptibilities. This indicates that miRNAs could represent genes involved in the development and penetrance of solid tumors [49].

### 7.3.1.2 High-Throughput miRNA Profiling Methods Reveal Tissue-Specific Signatures

The expression of miRNAs in different tissues and species has been detected by two different methods which allow high-throughput miRNA profiling. The first method is based on oligonucleotide miRNA microarray chips, containing hundreds of human precursor and mature miRNA probes [50]. The method has been validated by demonstrating its ability to identify different and tissue-specific patterns of miRNA expression in human and mouse tissues [50]. Therefore, it has been possible to identify miRNAs highly expressed only in one or a few tissues: miR-133s (skeletal and cardiac muscle, prostate), miR-223 (spleen), and miR-1-b-2, -99b, -125, and -128 (brain). Interestingly, the microarray data confirm that each tissue has its specific miRNAs expression profile, that this specificity is maintained among different individuals, and that there is a different pattern of expression among fetal or adult
origin of the same tissue (e.g., brain) [50]. The microarrays have many advantages: they require less RNA than a normal Northern blotting with no need for radioactive isotopes, they detect both mature and precursor miRNA molecules, and they analyze the global expression of hundreds of genes in the same sample at one time point.

The second high-throughput method was developed more recently and is a bead-based flow cytometric miRNA method [51], confirming the existence of a tissue-specific miRNA signature. The results of both techniques (microarrays and flow cytometric assay) have been confirmed by Northern blotting and quantitative real time (RT)-PCR. Quantitative RT-PCR is based on the quantitative relationship between the amount of starting target sample and the amount of PCR product at any given cycle number. The development of looped primers which anneal to specific miRNAs and are then extended by reverse transcriptase has allowed researchers to use this technique for the detection of miRNA levels in a very specific and sensitive manner [52]. Both the microarrays and the flow cytometric approach have been used by many investigators to study the different levels of expression of miRNAs in tumors. The involvement of miRNAs in cancer has been further confirmed by showing that their expression is significantly different between tumors and the normal tissue counterpart. These findings allow classification of some miRNAs as mainly oncogenetic and others as mainly oncosuppressors, although there is ever-increasing evidence of a dual role (both as oncogenes and as TSGs), at least for some miRNAs.

### 7.3.1.3 miRNAs as Oncogenes

Many studies have been conducted both in solid tumors and in hematologic malignancies, showing that some miRNAs are expressed at higher levels in cancers, with respect to the normal counterpart, suggesting a possible role as oncogenes (Figure 7.3 and Table 7.1). For some of these miRNAs the oncogenic pathway has been clarified. Volinia et al. [53] conducted a large-scale miRNome analysis on 540 samples including lung, breast, stomach, prostate, colon, and pancreatic tumors. The comparison of tumor samples with the normal counterpart showed a total of 43 aberrantly expressed miRNAs (26 up- and 17 downregulated). miR-21 resulted upregulated in all six types of solid cancers considered, miR-17-5p in 5 out of 6 tumors (not upregulated in gastric and breast cancer, respectively). Some of the miRNAs upregulated in this study have been well characterized for a strong cancer association by other groups (e.g., miR-17-5p, -20a, -21, -92, -106a, -155). Interestingly, this study shows the existence of a tumor-specific miRNA signature, which differs from the expression profile of noncancerous tissues and could have diagnostic and prognostic implications in the near future. In 32 lung cancer patients, high levels of miR-155 precursor were found to correlate significantly with a poor survival [54], whereas another study identified the miR-17-92 cluster as overexpressed, especially in the small cell histotype [55], confirming a role of these miRNAs as oncogenes. In breast cancer the specific miRNA signature is composed of 29 deregulated miRNAs [56]. Among the most abnormally upmodulated again are miR-21 and miR-155 [56]. In an effort to explain the oncogenic effect of miR-21 in breast cancer, researchers demonstrated that downregulation of miR-21 with an antisense oligonucleotide suppresses both cell growth in vivo and tumor growth in the xenograft mouse model,
by interfering with the BCL-2 pathway and inducing apoptosis [57]. These same two miRNAs were described as upregulated in papillary thyroid carcinoma (PTC) [58]. In PTC a set of five overexpressed miRNAs (including miR-221, -222, and -146b) distinguish between tumoral and normal thyroid tissue. In this study, polymorphisms in the 3′-UTR region of the KIT gene (in sites of interaction with the targeting miRNAs) were described [58]. In glioblastomas miR-21 has been implicated in the acquisition of the malignant phenotype [59], and miR-221 has emerged (out of 245 analyzed miRNAs, 9 of which strongly upregulated versus normal peritumoral tissues) as a tumor-specific marker [60].

In hematologic malignancies an abnormally high expression of miR-155 and of its host gene BIC has been described in Burkitt lymphoma (BL) and several types of B-cell lymphoma [diffuse large B-cell lymphoma (DLBCL), primary mediastinal B-cell lymphoma (PMBL), and Hodgkin’s lymphoma (HL)] [61]. Interestingly, in DLBCL, high levels of miR-155 are associated with the variant with the activated B-cell phenotype (poor prognosis), with respect to the germinal center phenotype (better prognosis) [62,63]. In addition, miR-21 is expressed at higher levels in the activated B-cell variant of DLBCL and is an independent prognostic indicator in de novo DLBCLs [63]. Since a 100-fold upregulation of the precursor of miR-155 has been described in pediatric BLs [64], whereas a lack of both BIC (B-cell integration cluster) and miR-155 expression has been observed in primary cases of BLs [65], a specific age-related role of this oncogenic miR substantially dependent on the age of onset of BL may be postulated. Recently, mir-155 both transgenic and knockout mice models have been developed. Our group observed the development of a preleukemic pre-B-cell proliferation evident in spleen and bone marrow of an Eµ transgenic mouse (able to express the miR-155 selectively in B-lymphocytes), followed by a frank B-cell malignancy [66]. Two different groups have studied the effects of miR-155 in a knockout mice model and they both found that miR-155 plays a critical role in the immune response [67,68]. In particular, one group found that miR-155 plays a specific role in the control of the germinal center (GC) reaction in the context of a T-cell-dependent antibody response. The control of the GC response is at least in part at the level of cytokine production, since bic/miR-155–/– cells produce more interleukin-4 and less interferon-γ, both hallmarks of a Th2 differentiation [67]. The second group identified abnormalities in the protective immunity of bic-deficient mice. This effect was a consequence of diminished B- and T-cell responses at least in part mediated by a compromised ability of dendritic cells (DCs) to efficiently activate T cells because of defective antigen presentation or co-stimulatory functions [68]. Among the predicted targets of miR-155, the transcription factor c-MAF was identified in the knockout model and could explain why bic-deficient Th1 cells are intrinsically biased toward Th2 differentiation [68]. The regulation of miR-155 expression is still under investigation, since an imbalance between levels of BIC and miR-155 has been described in BL cell lines [69]. In particular, the BL cell line Ramos shows a yet unclear block of BIC processing to mature miR-155 after strong inducing stimuli of the transcription of BIC [such as protein kinase C (PKC) and NF-κB] [69]. The recent discovery that miR-155 expression is induced in primary murine macrophages by mediators of the inflammatory response (such as the polyriboinosinic:polyribocytidylic acid, or the cytokine interferon-β) indicates that
miR-155-inducing signals use the JNK pathway and that this miR could represent a link between inflammation and cancer [70].

Another important cluster of miRNAs that plays an established oncogenic role in hematologic malignancies is the miR-17-92 cluster (which includes six miRNAs: miR-17-5p, -18a, -19a, -20a, -19b-1, and -92). They are located in the chromosomal region 13q31-32, which is well known to undergo amplification in malignant B-cell lymphomas [71]. The gene c13orf25 is the pri-miRNA encoding the cluster of miR-17-92, and its amplification in lymphomas explains the overexpression of the miR-17-92 cluster in this disease [71,72]. A strong indication of these clustered miRNAs as oncogenes comes from the observation that they are overexpressed in a variety of human cancers, including colon, lung, breast, pancreas, and prostate tumors [53,72,73]. In B-cell lymphoma-prone Eµ-myc transgenic mice (overexpressing c-myc specifically in B cells), the induced overexpression of the miR-17 cluster (not including miR-92), resulted in a dramatically accelerated lymphomagenesis and anticipated mice death [72]. Other studies have specifically addressed the oncogenic mechanism of these miRNAs. The transcription of miR-17-92 is directly activated by c-Myc [74]. Among the identified targets of miR-17-5p and miR-20a there is E2F1 [74], a transcription factor whose expression promotes both G1 to S phase progression in mammalian cells (pro-proliferation effect [75]) and apoptosis in some settings [76]. C-myc and E2F1 reciprocally activate transcription of one another [77]. In normal cells, an overexpression of E2F1 leading to apoptosis might be expected, but in cancer cells, the amplification of the miR-17-92 cluster could promote oncogenesis through both increased transcription of c-myc and reduced levels of E2F1.

The mechanisms by which oncogenic miRNAs may become abnormally increased in cancers are chromosomal translocations, amplifications, and aberrant methylation. [For a detailed review, see Ref. 42.] An example of chromosomal translocation inducing a miR-dependent expression of a well-known oncogene is the t(8;17) translocation, which juxtaposes the coding region of the oncogene c-Myc under the control of the regulatory elements of miR-142, located only 50 nt from the translocation breakpoint [45]. As a result of this mechanism, a clinically aggressive acute prolymphocytic leukemia develops. miR-142-3p and 142-5p are also within the 17q23 minimal amplicon described in breast cancer [78]. Another very interesting translocation at 12q15 (occurring in many tumors) truncates the opening reading frame and the 3′-UTR of the oncogene HMGA2 (High Mobility Group A2) and appends those regulatory regions to the 3′ end of known TSGs. It has been recently demonstrated that the microRNA let-7 targets HMGA2 in seven different complementary sites on the 3′-UTR of the gene. As a consequence of the translocation, two main oncogenic effects are achieved: (1) HMGA2 is released by the let-7 inhibition, and (2) let-7 negatively regulates the TSGs to which the HMGA2-3′-UTR region has been juxtaposed [79]. Genomic amplifications as overexpression mechanisms for oncogenic miRNAs have been described for the previously discussed miR-17-92 cluster (located at 13q31-32, in the gene c13orf25, which undergoes amplification in malignant B-cell lymphomas [71]) and for miR-21 [located at 17q23.2 in the 3′-UTR of VMP1 (vacuole membrane protein 1), a region frequently amplified in neuroblastomas as well as breast, colon, and lung cancers]. Silencing by promoter methylation has been reported for let-7a-3, located at 22q13.31 and associated with a CpG
island region. In lung adenocarcinomas, hypomethylation of this miR promoter, a reactivation of the miR, and a pro-oncogenic effect as a consequence of the derepression have been described [80]. Finally, some miRNAs have a clearly established oncogenic role, but their regulatory mechanisms are not yet fully understood. As examples, miR-372 and -373 in primary cells can substitute for p53 loss and potenti ate Ras-dependent cellular proliferation [81]. In testicular germ cell tumors p53 is rarely abnormal but miR-372 and -373 are frequently overexpressed through not yet fully defined mechanisms, and this contributes to the tumoral proliferation in the presence of activated Ras [81].

Altogether, these data confirm that miRNAs can act as oncogenes and that their overexpression is a consequence of well-known genetic and epigenetic mechanisms.

7.3.1.4 miRNAs as Tumor Suppressor Genes

The first correlation between miRNAs and cancer was identified in CLL, the most frequent form of adult leukemia in the Western world [82]. Hemizygous and/or homozygous deletions at 13q14 are the most common chromosomal abnormality in CLL (occurring in more than half of cases) but are very frequent also in mantle cell lymphomas (about 50% of cases [83]), in multiple myeloma (about 40% of cases [84]), and in about 70% of prostate carcinomas [85], revealing possible TSG location in this site. By comparison of 60 B-CLL patients and 30 human cancer cell lines to a panel of normal tissues (including CD5+ B cells isolated from tonsils of normal individuals, which can be considered the normal cells with respect to the CLL malignant counterpart), our group was able to identify two clustered miRNAs (miR-15a and miR-16-1) within a 30-kb minimal region of deletion, which are deleted or downregulated in 68% of B-CLL patients [82]. The oncogenic protein Bcl2 (B-cell lymphoma 2) is consistently overexpressed in CLL as well as in many other human tumors, both solid and hematologic [86]. In some malignancies (such as follicular lymphomas and a fraction of diffuse B-cell lymphomas) the mechanism of Bcl2 overexpression is known: a translocation t(14;18) (q32;q21) juxtaposes the BCL2 gene under the control of immunoglobulin heavy-chain enhancers, resulting in a hyperexpression of the gene [87]. Our finding of miR-15a and -16-1 as located in a region frequently deleted in CLL and other cancers suggested a TSG nature for these two clustered miRNAs, but the direct demonstration of their oncosuppressor nature came from the identification of Bcl2 as a target gene of theirs [88]. MEG-01 is a leukemia-derived cell line in which miR-15a and miR-16-1 are not expressed because of the deletion of one allele and the alteration of the other locus. Interestingly, exogenous expression of miR-15a and -16-1 in this cell line induces apoptosis both in vitro and in nude mice [88]. This finding provides the rationale for potential therapeutic implications of these miRNAs in Bcl2-overexpressing cancers. In 94 CLL patients our group identified a unique miRNA expression signature associated with prognosis and progression [89]. Among the 13 miRNAs (out of the 190 analyzed) that are part of the signature, miR-15a and -16-1 were widely deregulated in CLL; moreover, we described a germline point mutation in the primary precursor of these two miRNAs that determines a reduction of miR-15a and -16-1 expression both
in vitro and in vivo [89]. Altogether, these findings document the role of miR-15a and miR-16-1 as TSGs.

A well-defined role as TSGs has been shown also for the let-7 family of miRNAs. In the human genome are localized 12 let-7 homologs, organized in 8 different clusters, 4 of which are positioned within genomic regions that are frequently deleted in many different human malignancies [45]. In lung cancer, lower expression of members of the let-7 family is associated with a poor prognosis [54], whereas reexpression of these miRNAs inhibits tumor growth in lung adenocarcinoma cell lines [90]. The molecular bases of the oncosuppressor nature of let-7s rely on the patterns of oncogenes that are targeted by let-7s: K-RAS and N-RAS are a class of potent oncogenes that are silenced by let-7 family members [91], as well as the oncogene HMG A2 [92]. Interestingly, for the let-7 family members a role as oncogenes (see previous paragraph) has been claimed recently. In neuroblastoma cells, miR-34a exerts an antitumoral effect by inducing apoptosis through a caspase-dependent mechanism. In particular, miR-34a directly targets E2F3, a transcription factor that induces cell cycle progression [93]. Moreover, retinoic acid-induced differentiation of neuroblastoma cell lines is associated with increased expression of miR-34a and decreased levels of E2F3 protein [93]. For some miRNAs the molecular mechanisms determining their oncosuppressor nature are not well understood yet. This is the case with miR-143 and miR-145. These two miRNAs are in cluster and are downregulated in many human tumors, including breast cancer [56], colon adenomas, and colorectal adenocarcinomas [94]. They are located at 5q32, a region of LOH and deletion in myelodysplastic syndromes [45], and this observation is in favor of their TSG nature.

For miRNAs that act as oncosuppressor, many regulatory mechanisms responsible for their abnormally reduced expression in tumors (with respect to the normal counterpart) have been identified. Chromosomal rearrangements (deletions, LOH), mutations, and promoter methylation are among these mechanisms. We have already discussed the chromosomal deletions that occur in the locus of miR-15a and miR-16-1 in CLL and other tumors and the significance of the mutations in the precursor of these miRNAs, as well as the LOH frequently occurring in the site of miR-143 and -145. Recent reports underline the importance of epigenetic silencing of miRNAs. miR-127 is located at 14q32.31, in the largest miRNA cluster identified to date (with miR-136, -431, -432, and -433) [95]. In cancer cells the putative promoter region of miR-127 is strongly hypermethylated, resulting in a lower expression of the miRNA. The epigenetic silencing could be reversed by a combination of 5-aza-2′-deoxycytidine (a DNA demethylating agent) and 4-phenylbutyric acid (a histone deacetylase inhibitor), whereas no effect was observed after treatment with each single drug or on other members of the cluster [96]. The strong methylation-mediated downregulation of miR-127 in cancer cells suggests a TSG role, further confirmed by the oncogene BCL6 as target of miR-127 [96]. Reexpression of miRNAs after treatment with demethylating agents and/or deacetylase inhibitors has not been described in non-small cell lung cancer cells [54], suggesting a tissue-specific role of epigenetics in miRNA regulation. Among the most strongly methylation-regulated miRNAs there is miR-124a. In a very elegant study, Lujambio et al. [97] determined a miRNA expression profiling in cancer cells genetically deficient for DNMT3B (responsible
for de novo methylation) and DNMT1 (involved in the maintenance methylation) and identified miR-124a as silenced by promoter’s methylation. The epigenetic silencing of this miRNA was associated with the activation of the oncogene CDK6 (cyclin D kinase 6) and the phosphorylation of the oncosuppressor gene RB (retinoblastoma) [97] (Figure 7.3 and Table 7.1).

The exponentially increasing number of reports showing an involvement of miRNAs in human malignancies (as OG and/or as TSGs) demonstrates the effort of the scientific community to decipher the role of these noncoding RNAs in the complex biology of cancer and to constantly put new pieces in a puzzle made of target mRNAs, pathways, and regulatory elements. These efforts have already led to some important diagnostic and therapeutic theoretical implications. With the shape of the puzzle becoming clearer and clearer, new hopes for cancer patients will become more an option than an abstract biological concept.

7.3.2 microRNAs and Neurological Diseases

We have already discussed the role of miRNAs in the neurological commitment of stem cells. There is increasing evidence of the involvement of miRNAs both in the development of the nervous system and in neuronal plasticity, as well as in neurological diseases. [For extensive review, see Ref. 98.] The neurological disorder most frequently associated with miRNAs is the fragile X syndrome, which is the most common inherited mental retardation disease, affecting approximately 1:4000 males and 1:6000 females of all races and ethnic groups. This syndrome is characterized by a group of genetic conditions including a range of cognitive or intellectual disabilities with different grades of severity and is caused by mutations in the FMR1 gene, located on the long arm of the X chromosome. The fragile X mental retardation protein (FMRP) is an RNA-binding protein that can function as a translational suppressor. By its ability to form ribonucleoproteic complexes, FMRP can interact with the RISC complex, directly with miRNAs, and with other components of the miRNA machinery such as Dicer and the mammalian ortholog of Argonaute 1 (AGO1) [99]. Therefore, diseases causing mutation in FMR1 are likely to determine secondary effects on many RNAs, including miRNAs associated with FMR1.

Spinal muscular atrophy (SMA) is an inherited neurodegenerative disease in which a role of miRNAs can be hypothesized. The survival of motor neurons protein (SMN), part of the SMN complex, has critical functions in the assembly and restructuring of various ribonucleoproteic complexes. Some of the components of this SMN complex (such as GEMIN3 and 4) are also part of another complex containing eIF2C2 (a member of the Argonaute family) as well as many miRNAs that form novel ribonucleoproteins called miRNPs [100]. This intriguing correlation between a devastating neurodegenerative disease and the world of miRNAs will prompt more extensive studies on the possible implications of miRNAs for SMA patients both in terms of diagnosis and therapy.

The DiGeorge syndrome is clinically characterized by cardiac malformations, facial deformities, and endocrine and immune abnormalities. In the discussion in Section 7.1 about the physiology of miRNAs we described that the DGCR8 protein interacts with Drosha in the conversion of pri-miRNA into pre-miRNA (Figure 7.1).
It has been shown that the knockdown of the DGCR8 gene in *Drosophila* results in 5–23-fold accumulation of some pri-miRNAs [101,102]; therefore, confirming a strong link between this neurological disease and miRNA pathways.

In trichotillomania, an obsessive-compulsive disorder (OCD) characterized by excessive grooming leading to hair removal and skin lesions, a role for miR-196 is currently being investigated. In fact the homeobox gene HOXB8 is expressed in regions of the central nervous system known as “the OCD circuit” and some of the behavioral characteristics of trichotillomania have also been attributed to HOXB8 [103]. miR-196 can negatively regulate the expression of HOXB8 by targeting the 3'-UTR of its mRNA [39] and could therefore play a role in the pathogenesis of this disease.

Single-nucleotide polymorphisms (SNPs) in miRNA loci can be responsible for neurological diseases. In Texel sheep the G-to-A mutation of the 3’-UTR of the myostatin/growth differentiation factor 8 gene creates a target site for miR-1 and -206, which are highly expressed in skeletal muscle. As a result, a translational inhibition of the myostatin gene occurs. A rare sequence variant of the gene SLITRK1 (SLIT and Trk-like 1) in the binding site of miR-189 has been described in patients with Tourette syndrome [104]; moreover, an overlapping expression pattern of SLITRK1 mRNA and miR-189 has been observed in brain regions involved in Tourette syndrome.

Altogether, these data show a role of miRNAs in neurological diseases, and in some cases specific miRNA have been identified as involved in the pathogenetic tree of these neurological affections, raising new theoretical hopes for curing these patients.

### 7.3.3 microRNAs and Immunity

miRNAs play a role in the mammalian response to microbial infection. In human monocytes cells miR-146, miR-132, and miR-155 are strongly upregulated in response to lipopolysaccharide (LPS) [for review, see Ref. [105]]. The miR-146 family is composed of two members (miR-146a and -146b) that are encoded by separate chromosomes and differ only for two nucleotides at the 3' end of the mature sequence. Both loci respond to LPS, but whereas mature miR-146a levels are increased by LPS, miR-146b expression remains unchanged, therefore suggesting a fine regulation of this family member’s expression [106]. miR-146a is involved in a feedback loop that modulates the cascade of events following the binding of LPS to the toll-like receptor 4 (TLR4). After the binding, a signaling cascade starts involving many adaptor molecules, which include TRAF6 (TNF receptor-associated factor 6), IRAK1 (IL-1 receptor-associated kinase 1), and many other mediators, which ultimately mobilize downstream transcription factors (such as AP-1 and NF-κB) with a well-established role in the regulation of immune-response genes. Among the genes whose expression is induced by NF-κB, there is miR-146a [106], which in turn suppresses both TRAF6 and IRAK1 by binding to the 3'-UTR of their mRNAs, therefore creating a negative feedback loop that controls the NF-κB-mediated response to LPS. miR-146a silencing could have a profound impact on this pathway because the two targets work in a linear signaling cascade and their downregulation substantially affects both IL-1 and TLR receptor signaling. Since overactivation of the innate immunity could lead to dangerous conditions (such as septic shock and autoimmune diseases),
the identification of miR-146a as a possible regulator of this overactivation could have clinical implications. Moreover, one of the mechanisms invoked to explain endotoxin tolerance is the block of the LPS/TLR4 signaling. Reduced expression of IRAK1 protein in response to the first bacterial challenge could be responsible for the cell’s becoming insensitive to the next LPS exposure [107,108]. Interestingly, a reduced level of IRAK1 protein, but normal levels of IRAK1 mRNA, have been described in this condition, strongly suggesting a miR-mediated action.

Another LPS-inducible miR is miR-132, a CREB-responsive gene able to control the expression of p250GAP, a GTPase-activating protein involved in the regulation of neuronal outgrowth in the rat [109]. Since members of the CREB family play a role in LPS signaling [110], miR-132 involvement in this cascade is currently under investigation as well.

Finally, miR-155 is induced by both bacterial (e.g., LPS) and viral (e.g., double-stranded RNA) ligands, indicating a function in the regulation of antimicrobial defense [106]. In bone marrow-derived macrophages, TLR3 induces miR-155, whereas IFN-mediated upregulation of this miR requires TNFα autocrine/paracrine signaling [70]. We have already discussed the role of this miRNA in cancer and the recent findings on knockout mice which strongly establish a role for miR-155 in immunity. Even if we have just begun to understand the role of miR-155 in human diseases, we can safely conclude that this miRNA represents an intriguing link between cancer and inflammatory response.

7.3.4 microRNAs and Viral Diseases

Plants and insects have developed a sophisticated and highly conserved antiviral defense system that uses small, noncoding RNA species to direct the sequence-specific silencing of gene expression. This defense system is called RNA interference (RNAi) and shares many components of the miRNA machinery. Viruses have evolved a number of mechanisms to overcome the RNAi defense system and to take advantage of the regulatory potentials of this machinery [for a review, see Ref. 111]. Viruses can encode miRNAs. The Epstein–Barr virus (EBV) hosts two clusters of miRNAs in its genome [112]. The first contains 14 miRNAs (miR-1 to miR-14) mapped to the intronic regions of the BamHI-A region rightward transcript (BART) gene and therefore will be referred to as the BART cluster. The second cluster is composed of three miRNAs and is located within the 5′- and 3′-UTRs of the BamHI fragment H rightward open reading frame 1 (BHRF1) gene and thus will be called the BHRF1 cluster [112,113]. Although the functions of these clusters remain unknown, it has been observed that among the predicted target mRNAs in human genome there are transcription factors, components of signal transduction pathways, genes involved in B-cell proliferation and apoptosis, and B-cell-specific chemokines. The profile of miRNA expression in EBV-infected cells shows that the BART cluster is constantly expressed at high levels in all stages of latency as well as in lytic infections, whereas the BHRF1 miRNAs were highly expressed in the late stages of the latency but were almost undetectable in the first stages [113], therefore indicating an important yet not fully understood role of these miRNAs in the life cycle of EBV. miRNAs have been found also in the genome of other members of the
Herpesviridae family—ten miRNAs in Kaposi’s sarcoma-associated virus (KSHV or HHV-8), nine in the murine herpesvirus-68 (MHV-68), and nine in human cytomegalovirus (HCMV or HHV-5) [114]. For some members of the family—such as the human varicella-zoster virus (HHV-3) or the herpesviruses HHV-6 and HHV-7—no miRNAs have been identified so far; moreover, the lack of conservation in both location and sequences among the miRNAs of different members of the family suggests that these miRNAs could be important more in the adaptation to the specific cell types in which the virus persists than in core functions of the virus (such as viral replication, gene expression, new particles packaging, etc.). In the complex relationship established between the virus and the host, the following events have been demonstrated to occur: viral miRNAs can regulate host genes, viral miRNAs can target viral genes, and host miRNAs can regulate viral genes.

An example of the first kind of interaction involves the herpes simplex virus-1 (HSV-1). During viral latency, the latency-associated transcript (LAT) is the only viral gene expressed [115]. It has been shown that a miRNA can be encoded by exon 1 of the LAT gene [116]. Among the target human mRNAs for this miRNA are two genes associated with apoptosis: TGF-β (transforming growth factor-β) and SMAD3 (mothers against decapentaplegic homolog 3). In cells infected by HSV-1, the levels of TGF-β and SMAD3 were reduced and cells were protected from apoptosis, an effect that the virus needs to achieve in order to maintain latency. Mutants of HSV-1 with a deletion of exon 1 of the LAT gene were unable to prevent TGF-β-induced apoptosis.

Viral miRNAs interact not only with host mRNAs but also with viral genes. This has been seen in simian virus 40 (SV40), which hosts 2 miRNAs in the 3′-UTR region of the late pre-mRNA, downstream of the polyadenylation cleavage site [117]. The SV miRNAs are completely complementary to the 3′-UTR of the early SV transcripts that encode the T antigens. Therefore, they contribute to the silencing of early viral gene products. Moreover, since the T viral antigens are strong targets of cytotoxic T lymphocytes (CTLs), the miRNA-mediated silencing of these antigens represents a strategy for the virus to evade immune detection. Mutants of SV40, lacking the miRNA encoding region, show no decrease in early mRNAs and have a significantly higher susceptibility to lysis by CTLs [117]. Also, in EBV one miRNA (miR-BART2) is completely complementary to the 3′-UTR of the viral gene BALF5 (encoding the viral DNA polymerase), although the functional meaning of this interaction has yet to be understood. Viruses also reveal new possible regulatory mechanisms of miRNAs. In Kaposi’s sarcoma-associated virus, one miRNA (miR-K12-10) is located within the open-reading frame of the gene on Kaposin (a protein involved in cellular transformation) [114,118]. Because of its location, the processing of the pri-miRNA by Drosha cleaves the kaposin mRNA, causing its degradation with no actual target complementarity between miR-K12-10 and kaposin mRNA. The last of the described host–virus interactions (host miRNAs regulating viral genes) is exemplified by the primate foamy virus type 1 (PFV-1). Computational analyses have identified a potential binding site for miR-32 in a specific region of the viral genome [119]. Mutations of this binding site, as well as transfection with oligonucleotides complementary to miR-32, resulted in an increased accumulation of progeny virus, confirming a role for miR-32 in silencing viral gene expression and replication. In
order to circumvent this inhibitory effect, the PFV-1 virus encodes the Tas protein, a transcriptional activator expressed early in the viral life cycle, which is able to inhibit miRNA activity in tissue culture cells, therefore protecting the virus from the silencing mediated by the host miR-32. Also, miR-146 (in addition to its central role in the immune response) may exert antiviral properties, since its binding site has been detected in the genome of the PFV-1 virus, Dengue virus, HCV, influenza B virus, and many others [120].

Finally, specific consideration must be given to the unique relationship between miR-122 and the hepatitis C virus (HCV). miR-122 is specifically expressed in liver and seems to be required for the viral RNA expression to occur properly [121]. HCV replicons can replicate only in miR-122-expressing liver cell lines, and the silencing of miR-122 by antisense oligonucleotides impairs the ability of HCV to replicate in normally permissive cells. The molecular basis of this interaction must still be clarified.

7.3.5 microRNAs and Endocrine Diseases

miRNAs have important implications in endocrinology, and their deregulation could lead to aberrations in hormone secretion. In mice, miR-375 (a pancreatic islet-specific miRNA) inhibits insulin secretion by targeting the expression of myotrophin, a cytoplasmic protein responsible for the exocytosis of insulin granules [122]. Although it is not known yet if aberrant expression of miR-375 occurs in diabetic patients, a better understanding of the regulation and functions of miR-375 (and the other 67 miRNAs found to be expressed in β cells), and a better definition of miRNA’s role in the development of β cells as well as in the regulation of insulin secretion, could aid in the development of new treatments for diabetes. Another miRNA involved in endocrine functions is miR-143, which is involved in adipocyte differentiation [123]. Silencing of miR-143 by antisense oligonucleotides inhibits human pre-adipocyte differentiation in vitro and its ability to accumulate triglycerides. In fact, by reducing the levels of miR-143 in pre-adipocytes, the expression of adipocyte-specific genes (such as GLUT4, HSL, fatty acid-binding protein aP2, and PPARγ2) decreases. Among the many predicted targets of miR-143, ERK5/BMK1 could partially explain the effects of this miRNA on adipocyte differentiation, since ERK5 promotes cell growth and proliferation in these cells. Also, miR-14 can regulate adipocyte droplet size and triacylglycerol levels in Drosophila [124]. Considerable evidence is converging to indicate a role for miRNAs in endocrine biology. A better understanding of their role in diabetes, obesity, hypertension, and atherosclerosis could lead to greater comprehension of the physiopathology of these very common diseases and have a terrific clinical impact.

7.4 CONCLUSIONS

Despite the relatively recent identification of miRNAs as new players in the well-known biological paradigm that leads from DNA to protein, an impressive and constantly growing number of studies on their roles in human pathology are currently being conducted worldwide. Starting with high-throughput studies, which have identified miRNAs that are differentially expressed in pathologic versus normal tissues,
the next step has been to identify which messenger RNAs are targeted by the culprit miRNAs, allowing determination of the biological pathway impacted by the deregulated miRNAs. In the meantime, other groups have identified both regulatory mechanisms of miRNA expression and regulatory loops in which miRNAs determine a “fine tuning” effect. The real challenge, though, is the translation of all the preclinical results into clinical benefits for patients. Although we are at the dawn of these clinical implications, a role for miRNAs in the diagnosis, prognosis, and therapy of human diseases can safely be hypothesized. miRNAs could help in the diagnosis of different pathologic conditions otherwise challenging to be clearly delineated. This seems to be the case for schizophrenia, which is a common neuropsychiatric disorder for which well-determined biologic and affordable parameters are still not available for the diagnosis. A recent study has identified a differentially expressed pattern of miRNAs from the postmortem prefrontal cortex tissue of 15 individuals with schizophrenia (or schizoaffective disorders) versus 21 psychiatrically unaffected individuals [125]. From this comparison, 15 miRNAs downregulated and one (miR-106b) upregulated in the schizophrenic patients. These differences could be determined by abnormal processing of precursor miRNAs into the mature product, although other studies are needed to address this hypothesis. These findings (once further confirmed by other groups in a higher number of patients) could identify a miRNA signature for schizophrenia that, in addition to the already existing criteria, could help in the diagnosis of this disease, especially in mild to borderline manifestations. We have previously discussed how for different kinds of cancers a specific miRNA signature has been identified, therefore helping pathologists to determine the origin of tumors of different origins, including the challenging diagnosis of “cancer of unknown primary” origin [51]. In some cases this miRNA’s signature has a clearly documented prognostic meaning, such as in CLL [89]. Finally, from a therapeutic point of view, miRNAs are currently being investigated in preclinical gene therapy protocols, and the near future will tell whether restoring normal levels of deregulated miRNAs will affect the outcome of some of the most devastating human diseases.
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8.1 INTRODUCTION

The Polycomb group (PcG) of genes is one of the constituents of the epigenetic regulatory machinery of pluricellular organisms. PcG genes were discovered in genetic screens for developmental regulators in the fruit fly Drosophila melanogaster (reviewed by Kennison, 1995).1 They were identified as a set of genes that when mutated individually resulted in phenotypes similar to, or that enhanced, that of the Polycomb (Pc) gene (named after the supernumerary sex combs associated with Pc mutant male flies) after which the group is named. PcG are also found in plants, worms, and vertebrates.2,3 Genetic analysis in Drosophila also uncovered the trithorax group (trxG) of genes, which counteract the activity of the PcG genes.1 The trxG
encode a complex mix of products with roles in transcriptional regulation that will not be considered here.

The diversity of specialized cell types in multicellular organisms is determined by cell-type-specific expression patterns arising from a differential reading of the same genetic information. The relative stability of these patterns and their maintenance through cell divisions are said to be the domains of epigenetic regulation, a term whose appropriate use is still often debated.\(^4\) The establishment and maintenance of patterns of gene expression involve chromatin modifications that often are equaled to epigenetic marks. Some of these modifications, of which DNA methylation and posttranslational modifications of histones are the best studied, influence transcription initiation through structural alterations in the chromatin fiber and through the recruitment of chromatin-binding proteins.\(^5-7\)

PcG products assemble into chromatin-associated multiprotein complexes with a role in transcriptional repression. Their activity as transcriptional regulators depends on their ability to act as posttranslational modifiers of histones and possibly of other chromatin-associated proteins. The PcG system contributes to the ordered generation of cellular diversity that is intrinsic to developmental processes and to the regulated renewal of adult tissues. They ensure the maintenance of pluripotency programs in embryonic stem (ES) cells and also take part in processes that determine long-term silencing events, such as the monoallelic expression of imprinted genes or the inactivation of the X chromosome in mammals. PcG products are also active regulators of cell proliferation, and the genesis and expansion of tumor cells is often associated with PcG deregulation. Many of these aspects of PcG function in the biology of stem cells, the targets they regulate during early developmental stages, and their function in cell proliferation and cancer have been recently reviewed.\(^8-11\)

This review examines recent developments in mammalian PcG complexes, the histone modifications associated with their activity together with their reversal, and the links between the PcG and DNA methylation regulatory systems.

### 8.2 Genome-Wide Maps of Epigenetic Landmarks Associated with Protein-Encoding Genes

Conventionally, it has been expected that specific chromatin modifications would correlate with either activation or repression of transcription. However, recent work defining high-resolution maps of DNA methylation, RNA polymerase II (RNApol II) occupancy, and histone marks on a genome-wide scale shows that chromatin modifications do not follow a simple code,\(^12-15\) suggesting that epigenetic states result from regulatory interactions between complexes that interpret these modifications and the enzymes that catalyze them.

#### 8.2.1 Histone Modifications in Promoter Proximal Regions

Nucleosomes around the promoter regions of most protein-encoding genes (75\%) are associated with the histone H3 lysine 4 trimethyl mark (H3K4me3), whether they are transcriptionally active or inactive.\(^13\) Together with this mark, commonly considered an indication of transcriptional activity, other “activating” marks such as acetylation
of histone H3 lysines 9 and 14 (H3K9,14Ac) are also found on many inactive genes. Moreover, the form of RNApol II typically associated with the initiation of gene transcription (Ser5 phosphorylated) is found associated with a large number of genes that do not produce detectable transcripts. Therefore, transcription initiation, whether productive or not, appears as a more general phenomenon than previously anticipated.

These observations occur regardless of the cell type studied: undifferentiated pluripotent ES cells, hepatocytes, or B-lymphocytes. Therefore, it is likely they reflect general regulatory principles in transcriptional control. Thus most genes would fall in one of three categories.

1. The first category would include those genes thought to be regulated mostly by specific mechanisms directed to prevent transcription initiation. Their promoters have no H3K4me3 marks and typically have a low content in CpG dinucleotides. It is likely that histone H3 in nucleosomes at these loci is (asymmetrically) dimethylated at arginine 2 (H3R2me2a), a mark present throughout the body and 3′ region of genes, regardless of their activity, but that when present at promoter proximal areas prevents association of histone H3K4 methyltransferases.

Another category, containing about 50% of the genes, is that of actively transcribing genes (i.e., producing detectable transcripts) whose nucleosomes contain H3K4me3 and H3K9,14Ac. A major feature of this large group of genes is the presence of histone H3 tri methylated at lysine 36 (H3K36me3) in nucleosomes downstream of the transcription initiation site, a transcription elongation-specific mark. Their promoters are occupied by the initiating form of RNApolII. This category includes most of the ubiquitously expressed genes with housekeeping functions, and their promoters are enriched in the CpG dinucleotide.

The third category contains genes controlled mostly through posttranscriptional initiation steps, since their nucleosomes contain H3K4me3 and H3K9,14Ac but lack the elongation marks H3K36me3 or H3K79me2. This group of genes, about one third of the total, includes many developmental regulators, and although they seem to initiate transcription, their transcripts do not accumulate. Mechanisms involved in posttranscriptional regulation of these genes could also include mRNA degradation events. The promoters of these genes are also CpG rich. It is likely that, at least in ES cells, this set of genes overlaps with another group of genes characterized by the concurrent presence of H3K4me3 and H3K27me3 marks. Nucleosomes marked in such a manner define the so-called bivalent domains, because when they were initially identified these histone marks were associated with opposite transcriptional outcomes. Overall, these domains are transcriptionally silent and are occupied by PcG products.

During differentiation of ES cells, the histone marks on these bivalent domains evolve. Thus, in lineage-committed cells, such as neuronal precursor cells derived from ES cells or embryonic fibroblasts, the genes whose expression increases only show H3K4me3 marks, whereas those that remain silent lose them both, become marked only with H3K27me3, or maintain their bivalent marks. Bivalent sites, then, are not specific to pluripotent cells. What sets of genes retain both marks or resolve the bivalent structure (into only H3K4me3 or only H3K27me3) is determined in a lineage-specific manner. The results confirm, on a genome-wide scale, the initial proposition that bivalent domains reflect a mechanism that prevents developmentally
relevant genes from being inappropriately expressed in pluripotent cells and in their differentiating descendants. The contribution of the PcG system to this regulatory strategy is essential since the H3K27me3 mark is strictly dependent on the activity of a subset of PcG complexes.

### 8.2.2 DNA Methylation and Gene Expression

In mammals, DNA methylation is restricted to the CpG dinucleotide, which is under-represented except for short sequence stretches called CpG islands, often associated with promoters. Typically, DNA methylation is used to silence promoters in transposons, imprinted genes, and the inactive X chromosome, whereas its contribution to tissue-specific expression in somatic cells has been controversial (reviewed by Goll and Bestor, 2005). Citosine methylation is the only chromatin modification with a known mechanism for propagation through cell generations.

DNA methylation maps have been generated by hybridizing methylated DNA (immunoprecipitated with antibodies specific for methylated cytosine) to microarrays containing sequences corresponding to >20,000 human promoters. The comparison between methylated DNA maps and those of RNApol II occupancy and histone marks has been used to evaluate the impact of DNA methylation on gene expression. The results show that promoters with a high CpG content, typically marked by methylated H3K4, have their DNA always unmethylated regardless of their transcriptional state, except for two exceptions. One is that of a large subset of germline-specific promoters, including those containing CpG islands, which are methylated in somatic cells. Another is a small number of CpG islands corresponding to transcription factors that do not represent gene ontology groups and that are methylated in somatic tissues. Contrasting with the hypomethylated state of CpG-rich promoters, those with an intermediate content in CpG are methylated even if they are transcriptionally active.

The limited methylation of DNA in regulatory sequences contrasts with that of repeats and intergenic sequences that are consistently methylated, perhaps because of their importance in the maintenance of genome stability. Overall, the data support the notion that differential methylation is not a general mechanism involved in tissue-specific gene expression.

What determines the unmethylated state of CpG islands is not known. The recent finding that a substantial number of conserved CpG islands lie in the proximity of PcG target loci defined in ES cells suggests that PcG products may contribute to the unmethylated state. However, considering that the mechanisms mediating PcG recruiting are largely unknown, it would also be possible that PcG products are associated with these sites following an uncharacterized mechanism for the recognition of stretches of unmethylated sequences. The interplay between PcG products and DNA methylation is further underlined by the increased likelihood (by 10-fold) of PcG target genes being methylated in tumor cells compared to that of nontargets.
8.3 PCG REPRESSIVE COMPLEXES

PCG genes encode a diverse set of proteins that display a number of functionally relevant protein motifs conserved in vertebrate and invertebrate PCG proteins. Vertebrates have several PCG gene paralogs, from two to six, for each of the PCG gene homologs in flies. For instance, whereas *D. melanogaster* has single *Pc* or *Posterior sex comb* (Psc) genes, mammals have four and six paralogs, respectively. A summary of products encoded by PCG genes is shown in Table 8.1.

**TABLE 8.1**

Mammalian PCG Products

<table>
<thead>
<tr>
<th>PCG Complex</th>
<th>Subunits</th>
<th>Domains</th>
<th>Function</th>
<th>Fly Homolog</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRC1</td>
<td>M33/Cbx2</td>
<td>Chromodomain</td>
<td>Binding to H3K27me3</td>
<td>PC</td>
</tr>
<tr>
<td></td>
<td>Pc2/Cbx4*</td>
<td>Chromodomain</td>
<td>Binding to H3K27me3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pc3/Cbx8</td>
<td>Chromodomain</td>
<td>Binding to H3K27me3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cbx7</td>
<td>Chromodomain</td>
<td>Binding to H3K27me3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cbx6</td>
<td>Chromodomain</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ring1A/Ring1</td>
<td>RING finger</td>
<td>E3 ubiquitin ligase</td>
<td>SCE</td>
</tr>
<tr>
<td></td>
<td>Ring1B/Rnf2</td>
<td>RING finger</td>
<td>(histone H2AK119 Ub1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bmi1/Pcgf4</td>
<td>RING finger</td>
<td>E3 ubiquitin ligase cofactors</td>
<td>PSC</td>
</tr>
<tr>
<td></td>
<td>Me18/Pcgf2</td>
<td>RING finger</td>
<td>E3 ubiquitin ligase cofactors</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ph1/Phc1</td>
<td>SAM, Zn finger</td>
<td>Oligomerization,</td>
<td>PH</td>
</tr>
<tr>
<td></td>
<td>Ph2/Phc2</td>
<td>SAM, Zn finger</td>
<td>Heterodimerization,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ph3/Phc3</td>
<td>SAM, Zn finger</td>
<td>RNA binding?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scmh1</td>
<td>SAM, MBT</td>
<td>Oligomerization</td>
<td>SCMH</td>
</tr>
<tr>
<td></td>
<td>Scmh2</td>
<td>SAM, MBT</td>
<td>Heterodimerization</td>
<td></td>
</tr>
<tr>
<td>PRC2</td>
<td>Ezh2</td>
<td>SET</td>
<td>Histone methyl transferase (H3K27me3)</td>
<td>E(Z)</td>
</tr>
<tr>
<td></td>
<td>Eed</td>
<td>WD40</td>
<td></td>
<td>ESC</td>
</tr>
<tr>
<td></td>
<td>Suz12</td>
<td>Zn finger</td>
<td></td>
<td>SU(Z)12</td>
</tr>
<tr>
<td>Other complexes</td>
<td>Pegf1</td>
<td>RING finger</td>
<td>E3 ubiquitin ligase cofactors</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pegf3</td>
<td>RING finger</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pegf5</td>
<td>RING finger</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pegf6</td>
<td>RING finger</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>L3mbt1</td>
<td>SAM, MBT</td>
<td>Oligomerization,</td>
<td>L3MBTL</td>
</tr>
<tr>
<td></td>
<td>L3mbtl2</td>
<td>MBT</td>
<td>Heterodimerization</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L3mbtl3</td>
<td>SAM, MBT</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sfmbtl1</td>
<td>SAM, MBT</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mbd1</td>
<td>MBT</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>YY1</td>
<td>Zn finger</td>
<td>DNA binding</td>
<td>PHO, PHOL</td>
</tr>
</tbody>
</table>

*Pc2/Cbx4 has a E3 SUMO ligase activity
Early evidence from genetic interactions between PcG genes and from immunoprecipitation studies suggested that the PcG products work as multiprotein complexes. Searches for PcG subunits identified separate PcG complexes on the basis of the lack of associations among sets of PcG products in yeast two hybrid interaction assays. Although the biochemical definition of these complexes, through their purification from cell extracts, has revealed a large variety of them, they can be categorized in either of two major groups: Polycomb repressive complexes of type 1 (PRC1) and Polycomb repressive complexes of type 2 (PRC2). These are compositionally defined by a core of mutually exclusive, rather invariant, PcG-encoded subunits, which in turn confer them specific histone-modifying activities: PRC1 complexes contain a histone H2A E3 monoubiquitin ligase activity, whereas PRC2 complexes have a histone methyltransferase that methylates the lysine 27 of histone H3. In addition, a variety of complexes that do not contain complete sets of these core subunits, but only some PcG subunits, has also been identified.

8.3.1 Polycomb Repressive Complex of Type 2: Marking Chromatin for Repression

The histone methyltransferase activity of PcG complexes is associated with Enhancer of zeste [E(z) in flies, EZH2 in vertebrates], a protein containing a SET domain similar to those identified in other histone methyltransferases. E(z) or EZH2 complexes have been isolated either using an epitope tag approach or by unbiased isolation following the enzymatic activity. The complexes thus isolated differed slightly in their subunit composition, possibly as a consequence of the distinct purification schemes. However, they all share subunits that define the core of PcG complexes with histone H3K27 methyltransferase activity. These include, in addition to E(z)/EZH2, the following PcG gene products: extra sex combs (Esc in flies, EED in vertebrates), Suppressor of zeste 12 (SUZ12), and the histone-binding proteins RbAp46/RBBP7 or Rbpb48/Nurf55/RBBP4. Biochemical analysis of the isolated complexes, or of their reconstituted counterparts using recombinant subunits, shows that their histone methyltransferase activity is specific for the lysine K27 of H3 in either histone octamers or oligonucleosomes (reviewed by Cao and Zhang, 2004). Enhancer of zeste complexes are also found in plants and in worms and seem to correspond to the earliest PcG genes that appeared during evolution (reviewed by Whitcomb et al., 2007).

The relevance of H3K27 methylation for gene repression was first observed in rescue experiments in the fly. Thus, enzymatically inactive E(z) proteins, but not the wild-type form, failed to silence Ubx, a Hox gene regulated by the PcG system. Also, H3K27me3 marks, detected by chromatin immunoprecipitation experiments, were abolished in E(z) mutant embryos with concurrent upregulation of the Ubx gene. Also important, the inactivation of E(z) was found to affect the occupancy of the Ubx regulatory region by PC, a subunit of the other large group of Polycomb complexes, PRC1, thus linking the activity of the two complexes to gene repression. This led to the proposition that PRC2 complexes are involved in the establishment of a transcriptionally repressed state (Polycomb initiation complex) by marking regulatory regions for their eventual repression.
Currently, the notion that H3K27me3 marks associate to gene repression is firmly established from genome-wide expression analysis of ES cells deficient in core subunits of PRC2 complexes. In these mutant cells, transcription factors and other developmental regulators account for a large fraction of the genes derepressed in a H3K27me3-dependent.\textsuperscript{35–37} The activity of PRC2 complexes is also relevant to regulatory processes involved in stable gene silencing such as X chromosome inactivation\textsuperscript{34,38,39} and genomic imprinting.\textsuperscript{40} In agreement with this broad regulatory role, mutant alleles of the mouse \textit{Ezh2} gene are embryonic lethal\textsuperscript{41,42} at preimplantation stages of development, and no \textit{Ezh2} \textsuperscript{-/-} ES cells can be established.\textsuperscript{41}

\subsection*{8.3.1.1 The Activity of PRC2 Complexes Depends on Subunits Without Histone Methyltransferase Activity}

Although EZH2 is the enzymatically active subunit of PRC2 complexes, the other core subunits are also essential to the activity of the complex, as shown by the inactivation of core subunits Eed\textsuperscript{43} or Suz12.\textsuperscript{37,44} In part this is due to their contribution to the stability of the complex since, in the absence of Eed or Suz12, no PRC2 core subunits are detected despite the fact that their stationary mRNA levels are not affected. In addition, Suz12 is needed for the recruitment of RbAp48/Rbbp4 to the complex,\textsuperscript{37} a subunit that mediates nucleosome binding.\textsuperscript{37,45} Analysis of global methylation of H3K27 in Suz12- or Eed-deficient mouse ES cells shows no tri- and dimethylated forms of H3K27, suggesting that the activity of PRC2 is specific. A difference between these cells, however, is that whereas H3K27me1 is readily detected in Suz12\textsuperscript{-/-} cells, it cannot be detected in Eed\textsuperscript{-/-} cells.\textsuperscript{43} Whether this relates to an as yet uncharacterized histone H3K27 methyltransferase is not known.

Two more EZH2-SUZ12-RBBP4/7-containing complexes have been isolated that differ in the EED form they contain,\textsuperscript{46,47} resulting from the use of alternate translation initiation sites on \textit{EED} mRNA. Thus, in human cells, PRC2 contains a mixture of EED (amino acids 35–535) and full-length EED (EED1, amino acids 1–535) and shows no H3K27 methyltransferase activity on nucleosomal templates. In contrast, a so-called PRC3 complex, which has only the EED (amino acids 95–535) form, is active on nucleosomal substrates. Finally, a PRC4 complex contains the EED2 (amino acids 35–535) form.\textsuperscript{46} PRC3 and PRC4 complexes also show the ability to methylate in vitro the lysine 26 of linker histone H1, an activity that depends on the presence of SUZ12.\textsuperscript{48} The substrate preferences and specificity associated with the various EED forms, however, are controversial,\textsuperscript{49} and in vivo evidence is needed to evaluate the putative regulatory differences among PRC2, -3, and -4 complexes.

PRC4 was identified in tissue culture cells that overexpress EZH2, and contains SIRT1, a NAD\textsuperscript{+}-dependent histone deacetylase that is not present in the other EZH2-containing complexes.\textsuperscript{46} Eed2, the Eed form of PRC4 complexes, is expressed predominantly in undifferentiated ES cells and in cancer cells, but not in normal cells or differentiating ES cells. This is consistent with the formation of PRC4 complexes in tumor cells since usually cancer progression is accompanied by increases in the levels of EZH2.\textsuperscript{50} However, the functional relevance of the proposed changes in EZH2-containing complexes is yet to be determined.
Another example of the dependence of PRC2 activity on their subunits is that of a newly identified complex, Pel-PRC2, isolated from *Drosophila* embryos, which contains the product of the *polycomblike* (*Pcl*) gene product. This complex, for which no mammalian counterpart has yet been found, seems responsible for the high density of H3K27me3 marks at PcG target genes. Inactivation of *Pcl* has no effect on PRC2 recruiting, and the associated gene derepression occurs with a decrease (but not elimination) of H3K27me3, leaving H3K27me2 and H3K27me1 marks intact.\(^{51}\)

### 8.3.2 Polycomb Repressive Complex I: Maintaining the Repressed State

Most of the PcG products not associated with PRC2 complexes belong in the other major Polycomb multiprotein complex, PRC1, also named as the maintenance complex because it acts to repress genes marked in the first place by the PRC2 (initiating) complex. Although this is a simplified description of the function of both types of complexes, it is useful in delineating fundamental differences between the activities of PcG complexes as transcriptional repressors.

Using an epitope tag approach with early *D. melanogaster* embryos that expressed the FLAG-tagged PcG products Polyhomeotic or Posterior sex combs, researchers isolated a complex that also contained two other PcG products: Polycomb and the homolog of vertebrate Ring1 proteins.\(^{52,131}\) Proteomic analysis of the complex identified a relatively large set of non-PcG products that included some components of the transcription initiation machinery.\(^{53}\) This complex was named PRC1. A related complex, isolated in a similar fashion from human tissue culture cells, contained a much simpler (fewer subunits) complex, including the homologs of Polycomb (M33/CBX2 and PC3/CBX8), Posterior sex combs (BMI1/PCGF4), Polyhomeotic (HPH1/PHC1, HPH2/PHC2 and HPH3/PHC3), and Sex combs extra (RING1A/RING1 and RING1B/RNF2), which are the subunits that define the core of PRC1 complexes. The complex also contained substoichiometric amounts of another PcG product, the homolog of Sex combs on midleg (SCMH1), and a few non-PcG subunits.\(^{54}\) Similar PRC1 complexes differing in the homologs that compose the core subunits, possibly reflecting their relative abundance, have also been isolated or identified.\(^{55–57}\)

The RING1B and RING1A subunits of PRC1 complexes are E3 ligases that monoubiquitylate the lysine 119 of histone H2A (H2AK119Ub1). They were found in a purification scheme using an in vitro ubiquitylation assay with a nucleosomal substrate in the presence of added ubiquitin and E1 (ubiquitin-activating) and E2 (activated ubiquitin transfer) ligases.\(^{58}\) The complex, named PRC1, contained the PRC1 core subunits RING1A/RING1, RING1B/RNF2, BMI1/PCGF4, PH1/PHC1, and two unidentified components. RING1B/RNF2 is the essential component that interacts with the UbcH5c E2 ligase, but maximal activity of the complex depends on BMI1/PCGF4, which acts as a coactivator.\(^{59–61}\) The E3 ligase activity of the paralog RING1A/RING1 is much weaker than that of RING1B/RNF2, at least in vitro.\(^{59,61}\)

Inactivation of *Ring1B/Rnf2* or *Bmi1/Pcgf4* results in *Hox* gene derepression, together with a decrease in the levels of the H2AK119Ub1 marks at regulatory regions of these genes.\(^{60,61}\)

The integrity of the PRC1 complex and of its subunits depends on Ring1B/Rnf2, in a parallel situation to that of PRC2 complex. *Ring1B/Rnf2*\(^{-/-}\) ES cells are almost
depleted of PRC1 proteins, even though the stationary levels of the corresponding mRNAs are unaffected. Therefore, the wide gene derepression that accompanies *Ring1B/Rnf2* inactivation, which comprises a set of genes largely overlapping with that of PRC2 targets, cannot be associated only with the decrease of H2K119Ub1 marks observed both globally and at specific targets.

### 8.3.3 Other PcG Complexes

Several multiprotein complexes that contain PcG subunits have been identified. Two of particular interest contain the only DNA-binding protein encoded by a PcG gene the product of the only PcG gene: Pleiohomeotic (Pho) and the fly homolog of vertebrate YY1 proteins (YY1, YY2, and Rex-1), which have a conserved four-zinc-finger domain with the ability to bind DNA. The complexes, however, have been identified only in extracts from *D. melanogaster* embryos. In one, Pho is associated with dINO80, a component of nucleosomal remodeling activities. In the other, a so-called Pho repressive complex (PhoRC), Pho is associated with dSfmbt, a protein with the ability to bind mono- and dimethylated forms of histone H3K9 and H4K20 through MBT domains. PhoRC acts as a Hox gene repressor and involves histone marks other than H3K27 and H2AK119Ub1 in PcG-mediated gene repression. However, no mammalian counterpart of this complex has been found yet. As for other protein complexes containing PcG subunits, those containing Ring1A/Ring1 and Ring1B/Rnf2 are predominant.

#### 8.3.3.1 Complexes Containing the PRC1 Subunits Ring1A/Ring1B

During the biochemical characterization of a number of transcriptional regulators several complexes have been isolated that contain the E3 ligases initially found in PRC1 complexes. All of them were identified using epitope tagged forms of non-PcG regulators. However, it is likely that they coexist, together with PRC1, in most cell types, as suggested by the proteomic profiling of Ring1B/Rnf2-containing complexes in a murine hematopoietic cell line. One of these complexes, E2F6.com-1, was isolated from human Hela cells that expressed as a doubly FLAG, HA-tagged E2F6 cDNA. E2F6 and DP1, a heteromeric partner of the E2F family of transcription factors, form a DNA-binding module that targets the complex to E2F targets; MAX and MGA, another heteromeric transcription factor that recognizes E2 DNA-binding motifs, also copurified with this complex. MGA, in addition, has a motif found in the T-box gene family of DNA-binding proteins. Additional subunits associated with this purification are the heterodimeric GLP/EHMT1-G9a/EHMT2 histone methyltransferase, specific for the lysine 9 of histone H3; the PcG-related proteins RING1A, RING1B, and MBLR/PCGF6; and YAF2, a paralog of the Ring1 and YY1-binding protein RYBP. Subunits that recognize methylated histone residues, such as HP1γ and L3MBTL2, were also identified in this purification. L3MBTL2 is one of several related proteins that contain Mbt repeats, including dSfmbt of the PhoRC complex of *Drosophila*. It is of note that the related L3MBTL1 protein has the ability to compact nucleosomal arrays in a histone modification-specific manner (methylated H4K20...
and H1bK26). Such a chromatin compaction activity depends on the SAM domain of L3MBTL1, a protein motif found in the polyhomeotic subunits of PRC1, PHC1, PHC2, and PHC3, which is known for its ability to participate in large homo- and heterodimeric SAM polymers. It is not clear, however, whether all these subunits are a single biochemical entity or whether, more likely, they represent a mix of two or more complexes isolated by their content in E2F6.

A related complex, containing most of the subunits identified in the isolation of E2F6.com-1, except for MBLR/PCGF6, was purified from nuclear extracts from Hela cells expressing a FLAG and HA-tagged form of the histone H3K4me3 demethylase JARID1C/SMX. Among the co-purifying subunits were histone deacetylases 1 and 2 (HDAC1, 2), the corepressor NCOR1, and the DNA-binding repressor REST.

A rather different complex, identified during a purification scheme to isolate complexes that contained a BCL6-associated corepressor, BCOR, contained the PRC1 subunits RING1A, RING1B, their interactor RYBP and the BMI1 paralog NSPC1/PCGF1, and subunits with a distinct regulatory potential. These are SKP1 and FBXL10/JHDM1b, which may play roles in ubiquitylation processes; additionally, a histone H3K36 demethylase activity has been associated with FBXL10. This BCOR/FBXL10 complex was shown to associate and modify histone H2A in a BCL6-dependent manner.

Most of these subunits have also been identified during the identification of components of Ring1B/Rnf2-containing complexes. In this study, several other proteins previously not known to be associated with Ring1B/Rnf2 were identified, including histone demethylases (LSD1) and kinases (Ck2a,b), expanding the regulatory potential of complexes containing the PRC1 subunit Ring1B/Rnf2.

A CTBP repressor complex, containing HDACs and the GLP/EHMT1-G9a/EHMT2 histone methyltransferase, among other subunits, was found to contain PC2/CBX4, which is the only Polycomb paralog that has an associated E3 SUMO ligase activity. Several substrates have been found to be sumoylated in a PC2/CBX4-dependent manner, such as Smad-interacting protein 1, homeodomain-interacting protein kinase 2, and Dmnt3a, but it is not known whether they are associated with PRC1 complexes or are part of other regulatory ensembles.

Whereas all these Ring1A/Ring1B-containing complexes contain subunits that share transcriptional repression functions, there is at least one example of a complex involved in activating function. This complex, isolated by affinity purification of FLAG-tagged WDR5, which contains the H3K4 histone methyltransferase MLL1 and the H4K16 histone acetyltransferase MOF, among many other subunits, also has RING1B/RNF2. Again, the nature of the purification scheme makes it likely that these subunits belong to more than one WDR5-containing complex.

The function of PcG subunits, mostly RING1A and RING1B, in such a heterogeneous mix of complexes is unknown. They may act as histone H2A E3 monoubiquitin ligases, but they could also play a scaffold/structural role, or even act as ubiquitin ligases modifying some of their interacting partners or nearby chromatin proteins to which they are recruited. It is also possible that some of the subunits in these complexes mediate or contribute to H3K27me3-independent recruitment of Ring1B.
Resolution of bivalent marks during differentiation of ES cells involves the loss of H3K27 marks. This means that histone modifications are removed or the nucleosomes that contain the modified histones are replaced by new ones assembled from histones marked in some other manner. Whereas global changes in the histone marks could result from variations in the expression levels of PcG subunits, it is likely that loci-specific processes are responsible for the cell type changes occurring during differentiation, such as the resolution of bivalent marks. Recent reports have identified both H3 lysine 27 demethylases and H2A deubiquitinases involved in control of PcG targets.

8.4.1 Histone H3K27 Demethylases

A large family of histone demethylases share a Jumonji C (JmjC) motif as the catalytically active domain in a hydroxylation reaction that uses Fe(II) and α-ketoglutarate as cofactors (reviewed by Klose et al., 2006, and by Shi and Whetstone, 2007). Following a candidate approach, researchers identified a phylogenetic subcluster of JmjC-domain proteins of unknown function (UTX, UTY, and JMJD3) in silico. In vitro work with recombinant forms of at least two of them, UTX and JMJD3, showed they demethylate both H3K27me3 and H3K27me2, but not H3K27me1. The reaction was specific, and peptides with trimethylated H3K4, H3K9, or H4K20 were not modified. Likewise, their overexpression in tissue culture cells resulted in decreased immunofluorescent signals for H3K27me3 and H3K27me2. Jmjd3 was also independently identified among strongly induced genes in macrophages subjected to inflammatory stimuli.

UTX and JMJD3 bind to active Hox genes, both in tissue culture cells and in bone marrow cells, becoming upregulated upon inactivation of the H3K27 demethylases. In the pluripotent NT2/D1 embryonal carcinoma cell line, downregulation of UTX results in enhanced occupancy of the promoter region of two Hox genes by PRC1 products BMI1 and RING1A and enrichment in H2A119Ub1 marks. These results are consistent with the proposed role of PRC1 complexes maintaining transcriptional repression of genes marked by H3K27me3-marked nucleosomes, which act as a docking surface for the chromodomain-containing subunits of PRC1 (for instance, M33/Cbx2, Pc2/Cbx4, or Pc3/Cbx8) that specifically recognize H3 tails trimethylated at K27.

UTX binding to Hox genes in primary fibroblasts shows a distinctive pattern in very discrete regions of about 500 bp downstream of the transcriptional start site, contrasting with the broad binding domains of SUZ12 or the histone marks H3K27me3 and H3K4me2. Chromatin immunoprecipitation (ChIP) analysis using ES cells showed no binding to the Hox clusters, suggesting an important regulatory role for the recruiting of these histone H3K27 demethylases. In this regard, in a model of cell differentiation induced by retinoic acid, Hox gene upregulation, enhanced UTX association to Hox targets, and decrease of nucleosomal H3K27me3 marks were all preceded by association of Ash2L, a subunit needed for maximal activity of complexes that trimethylate the lysine 4 of histone H3. In fact, UTX is a subunit of one of these complexes, containing, in addition to ASHL2, RBBP5,
WDR5, and the H3K4, methyltransferase MLL2. These results support a stepwise recruiting model in which a H3K4 methyltransferase core complex devoid of H3K27 demethylase activity is recruited first and subsequently exchanged by UTX/JMJD3-containing Mll complexes.

### 8.4.2 Histone H2A Deubiquitinases

Using an in vitro deubiquitination assay, investigators determined the major H2A deubiquitinase activity of Hela cells were associated with a homotetramer of Ubp-M/USP16, a previously known ubiquitin-processing protease. Ubp-M/USP16 contains a ubiquitin carboxyl-terminal hydrolase-like zinc finger domain also present in a small subfamily of ubiquitinases. Ubp-M/USP16 specifically deubiquitinates H2AK119Ubi-containing nucleosomes. Its downregulation in tissue culture cells, by siRNA, results in an increase of global ubiquitylated H2A and defective progression through the M phase of the cell cycle, a finding consistent with impaired recruitment of Aurora B kinase to nucleosomes and concomitant phosphorylation of serine 10 of histone H3. Loss-of-function experiments also showed that Hox gene regulation and body patterning in *Xenopus laevis* were affected.

It is not clear whether Ubp-M/USP16 works mostly as a cell cycle progression deubiquitinase and also as a regulator of gene expression because its purifications produced no subunits that may help to distinguish between these two possibilities. A different situation, however, is that of MYSM1 (myb-like, SWIRM, and MPN domains 1, also known as 2A-DUB), another H2A deubiquitinase identified in a screen for positive coregulators of the androgen receptor. MYSM1/2A-DUB contains a JAMM/MPN+ domain similar to others found in metalloproteases that hydrolyze the isopeptidase bond of nedd8 and/or ubiquitin chains. MYSM1/2A-DUB also contains a SANT domain known to be involved in binding to histones (reviewed by Boyer et al., 2004) and a SWIRM domain that recognizes nucleosomal linker DNA sequences and/or N-terminal tails of histone H3. In vitro deubiquitination assays with recombinant MYSM1/2A-DUB, together with overexpression/knockdown experiments, showed that MYSM1/2A-DUB is a H2AK119Ubi deubiquitinase. Whereas androgen and estrogen receptor-dependent targets were affected by MYSM1/2A-DUB knockdown, genes controlled by retinoic acid receptor and thyroid hormone receptor were not, suggesting that other uncharacterized H2A deubiquitinases contribute to the regulation of specific subsets of H2AK119Ubi-dependent targets.

MYSM1/2A-DUB is found in complexes that include the histone acetyl transferase (HAT) PCAF (p300/CBP-associated factor). Treatment of tissue culture cells with HAT inhibitors (which results in hyperacetylated nucleosomes) enhances the deubiquitinating activity of MYSM1/2A-DUB. Also, deubiquitination of H2A correlates with phosphorylation of linker histone H1 and its release from nucleosomes. Altogether, the results suggest that the removal of the repressive mark, H2AK119Ubi1, is coordinated with histone acetylation and histone H1 dissociation from nucleosomes. Since previously isolated HAT-containing complexes do not contain MYSM1/2A-DUB, it is likely that both types of HAT complexes, with and without deubiquitinase subunits, are used in a stepwise manner to achieve full transcriptional activation. It seems that the reversion of PcG-dependent histone marks
followed parallel strategies in which facilitating complexes (H3K4 methyltransferases, HATs), without demethylation/deubiquitination activities, act first, facilitating the subsequent reversal of histone marks through recruitment of similar complexes, now containing demethylase/deubiquitinase subunits.

Histone H2A ubiquitylation/deubiquitylation appears to play important roles in transcriptional initiation and elongation, as suggested by studies on promoter occupancy by RNApolIII forms specific to transcriptional state. These forms are defined by specific phosphorylation of residues in the C-terminal repeat of the RNApolIII, which determines the regulators to which it binds at any given point in the transcription cycle (reviewed by Phatnani and Greenleaf, 2006). Phosphorylation occurs mostly at the Ser2 and Ser5 in the repeats. Normally, the Ser5 phosphorylated (Ser5P) form is associated with the beginning of genes and is thought to be involved in transcription initiation. In contrast, the form phosphorylated at Ser2 (Ser2P) is found in exons and intervening sequences and is thought to be the predominant form in transcription elongation. Using as a model the hormone-inducible PSA gene, researchers found that promoter occupancy by the Ser5P form of RNApolII decreases with the knockdown of MYSM1/2A-DUB, suggesting that dismissal of the deubiquitinase results in inefficient initiation; moreover, occupancy of coding sequences by the elongation-specific marks, RNApolII (Ser2P) and H3K36me3, also decreased upon MYSM1/2A-DUB inactivation. Similarly, studies that use a conditional model of inactivation of the E3 ligases Ring1A/Ring1 and Ring1B/Rnf2 in ES cells show concurrent loss of H2AK119Ub1 marks at promoters in bivalent domains, conformational changes in RNApolIII conformation, and transcriptional activation. Since Ring1B inactivation has no effect on H3K27me3 marks, the results imply a role for PRC1-dependent regulation of transcription initiation, and possibly elongation, involving histone H2A ubiquitylation, in the maintenance of the repressed state of bivalent domains.

8.5 INTERSECTION OF PcG AND DNA METHYLATION PATHWAYS

DNA methylation patterns undergo dynamic changes during the early stages of development (reviewed by Li, 2002). Following fertilization, a generalized demethylation takes place, followed by de novo methylation. DNA marks corresponding to imprinted genes are not affected and are erased only in the primordial germ cells prior to reestablishment in a sex-dependent manner. De novo DNA methylation depends on the methyltransferases encoded by the Dnmt3a and Dnmt3b genes, while maintenance of preexistent patterns is carried out by Dnmt1 (reviewed by Goll and Bestor, 2005). De novo methylation during gametogenesis also uses Dnmt3L, an enzymatically inactive paralog of Dnmt3a/b, which interacts with the tail of histone H3 whose lysine 4 is unmethylated and activates Dnmt3a2. DNA methylation can have either direct or indirect effects on gene activity, by altering binding of transcription factor or through methyl-CpG-binding proteins (MBD).

Abnormal DNA methylation patterns, in which sequences at some loci hypomethylated whereas at others, including tumor suppressor genes, they hypermethylated and were transcriptionally inactivated, are a feature of tumor cells and neoplasms (reviewed by Jones and Baylin, 2002).
Links between the PcG and the DNA methylation regulatory systems had been found in the biallelic expression of a subset of imprinted loci and concurrent DNA methylation in mice deficient in the PRC2 subunit eed.\textsuperscript{103} The closest link, however, is the direct association of the PRC2 subunit EZH2 with the DNA methyltransferases DNMT1, DNMT3a, and DNMT3b. Thus, in tissue culture cells, DNA methyltransferases occupancy of a subset of promoters, and the extent of their DNA methylation is found to depend on EZH2.\textsuperscript{104} Moreover, methylation of promoter targets bound by PML-RAR\textalpha, an oncogenic transcription factor responsible for almost all cases of acute promyelocytic leukemia, was also dependent on the recruitment of PRC2-type complexes and H3K27 hypermethylation.\textsuperscript{105} In the same line, another study used a stable cell line expressing a histone H3R27 variant that cannot be methylated by EZH2 and reported a generalized reduction of H3K27me3 and DNA methylation levels, together with an enhanced expression of tumor suppressor genes.\textsuperscript{106}

The possible role of PRC2 products targeting DNA methylation is relevant considering that the abnormal DNA methylation patterns of tumor cells do not correlate with differences in the expression of DNA methyltransferases, and therefore it is likely to result from their mislocalization. However, the interplay between the activities of the PcG and DNA methylation systems is still poorly characterized. For instance, there are reports of transcriptional derepression subsequent to the abrogation of the H3K27me3 activity, by the use of Ezh2 shRNA\textsuperscript{107} or by pharmacological disruption of the PRC2 complex\textsuperscript{108} that is not accompanied by DNA demethylation. In this regard, it is of note that inhibition of SIRT1, the class III histone deacetylase associated with cancer cell-enriched EZH2-containing PRC4 complexes, reactivates silenced promoters in tumor cells while their DNA hypermethylation status remains unchanged.\textsuperscript{109}

The intersection between DNA methylation and PcG-dependent repression extends also to PRC1 complexes, as shown by the direct association between PRC1 subunits and cofactors/effectors of DNA methylation. For instance, BMI1/PCGF4 interacts directly with DMAP1, the DNMT1-associated protein,\textsuperscript{110} and both Bmi1/ Pcgf4 and M33/Cbx2 are found in complexes with DNA methyltransferase activity that contain Dnmt3a/b.\textsuperscript{111} On the other hand, RING1B/RNF2 and PH2/PHC2 have been identified as direct interactors of MBD1,\textsuperscript{112} a transcriptional repressor known to bind methylated DNA. Lsh, a member of the SNF2 family of remodelers with a role in de novo methylation, also associates with Bmi1/Pcgf4 and M33/Cbx2.\textsuperscript{113}

These associations seem functionally relevant since the inactivation of these proteins, by iRNA (MBD1, DMAP1) or by gene deletion (Lsh), correlates with derepression of Hox genes. Moreover, concurrent gene activation of PcG targets and changes in DNA hypomethylation take place in cells lacking Lsh or Bmi1.\textsuperscript{110,111} Changes associated with loss of function of Bmi1/Pcgf4, however, may be related to their association with DNA methyltransferases rather than with Dmap1, since the Dnmt1 domain that binds Dmap1 is dispensable for in vivo function.\textsuperscript{113} Both occupancy of Hox gene promoters by Dnmt3b and PRC1 and H2AK119Ub1 marks decrease in Lsh-deficient cells,\textsuperscript{111} making it difficult to determine whether they are mechanistically independent events or whether they affect each other. For instance, alteration of DNA methylation patterns may have an effect on PRC1 recruiting, because it seems to suggest the disruption of PcG bodies, large intranuclear structures that form on pericentromeric domains,\textsuperscript{114} resulting from the treatment of tissue culture cells with
the DNA demethylating agent 5-aza-deoxycytidine. However, similar experiments with a different cell line failed to produce any effect on PcG bodies while modifying the localization of MBD1.

When the activity of PcG-antagonizing complexes is altered—for instance, by inactivation of histone H3K4 methyltransferase complexes—Hox gene downregulation is found associated with an increased degree of DNA methylation. This suggests that, at least at some loci, PcG repressive mechanisms and DNA methylation act as normally intertwined regulatory pathways, thus explaining that, when disturbed, the probability of PcG targets becoming DNA methylated increases in neoplastic cells and tissues.

8.5 RECRUITING OF PCG COMPLEXES AND MECHANISMS OF REPRESSION

PcG complex(es) recruiting to targets seems to differ between insects and vertebrates. In flies, genetic analysis has identified a collection of DNA sequences functionally relevant to PcG function (reviewed by Ringrose and Paro, 2007; Schwartz et al., 2006). No such sequences, also known as Polycomb response elements (PREs) have been identified yet in mammalian cells. There is, however, evidence for a role in YY1 recruiting PRC2 complexes to targets. Genome-wide ChIP-on-ChIP experiments analyzing binding to about 10 kb of sequences around the transcription start site show that mammalian PcG products associate with a rather restricted area around promoters. Broader areas, however, are occupied by PcG products when the arrays include entire loci (for instance, Hox clusters or the INK4/ARF locus), in agreement with broader H3K27me3 domains seen for some loci when the ChIP analysis is based on sequencing of the immunoprecipitated DNA. Recently, it has been shown that PRC2 occupancy and H3K27 trimethylation of nucleosomes at the HOXA and HOXD clusters are dependent on noncoding RNAs.

Just as PcG recruiting is poorly understood, the mechanisms that mediate PcG transcriptional repression remain little known. It is likely that several mechanisms are used. Some evidence exists for PcG targeting the transcriptional initiation machinery at the promoter. Also, evidence indicates that PRC1 complexes inhibit SWI/SNF-nucleosome remodeling and promote formation of high-order chromatin structures, but evidence for their relevance in PcG function in vivo is lacking. It is also worth noting that silencing of Hox gene clusters in Drosophila involves the formation of high-order chromatin structures, which depends on the activity of PcG products. Although direct evidence for such a function for mammalian PcG complexes is still lacking, a role similar to that seen in Drosophila could be anticipated, at least for the mammalian Hox clusters, which are also regulated by high-order chromatin structures.

8.6 PERSPECTIVES

The association of PcG regulation to developmental processes reflects their suitability as a flexible, dynamic system for transcriptional regulation of a subset of genes with roles in the determination of cell states and transitions between them.
Newly developed techniques for the analysis of chromatin-immunoprecipitated DNA (by massive sequencing of DNA fragments, ChIP-seq) will facilitate the generation of large collections of chromatin states of many cell types and contribute to the description of the dynamic changes in PcG targeting activity that accompany the transitions between cell types along differentiating pathways. Likewise, further development of proteomic methods will allow greater refinement in the description of PcG complexes. However, their recruitment to targets is one of the main areas in need of progress. Also, although not specific to PcG regulation, it will be important to determine the contribution of histone modifications to the heritability of epigenetic states given the absence of a histone-based mechanism for maintenance of chromatin modifications during cell division. Finally, gaining insight into PcG-related transcriptional repression mechanisms, be it the initiation/elongation steps or the formation of higher order chromatin structures and nuclear localization, is essential for understanding PcG function.

ACKNOWLEDGMENTS

Work in the author’s laboratory is funded by a grant from the Education Ministry (SAF2007-06952-CO2-01) and the OncoCycle program from the Comunidad de Madrid.

REFERENCES


63. Endoh, Endo A., Endoh, Fujimura, Ohara, Toyada, Brockdorff, Okano, Niwa, Vidal and Koseki, Polycomb group proteins Ring1A/B are functionally linked to the core transcriptional regulatory circuitry to maintain ES cell identity, *Development*.


9 Epigenetics and its Genetic Syndromes

Richard J. Gibbons

CONTENTS

9.1 Introduction .................................................................................................. 155
9.2 Chromatin Remodeling ........................................................................... 166
  9.2.1 X-Linked α Thalassemia Mental Retardation (ATR-X) Syndrome ............... 156
  9.2.2 CHARGE Syndrome .............................................................................. 158
  9.2.3 Cockayne Syndrome B (CSB) .............................................................. 158
  9.2.4 Schimke Immuno-Osseous Dysplasia (SIOD) ........................................ 159
9.3 Establishing DNA Methylation ................................................................. 159
  9.3.1 Immunodeficiency, Centromeric Instability, and Facial Anomalies (ICF) Syndrome .................................................................................. 159
9.4 Reading DNA Methylation ......................................................................... 160
  9.4.1 Rett syndrome ..................................................................................... 160
9.5 Modifying Histones .................................................................................... 163
  9.5.1 Coffin–Lowry Syndrome (CLS) ............................................................. 163
  9.5.2 Rubenstein–Taybi Syndrome (RSTS) .................................................... 164
  9.5.3 Sotos Syndrome .................................................................................. 164
9.6 Silencing by Position Effect ........................................................................ 165
  9.6.1 Facioscapulohumeral Dystrophy (FSHD) ............................................. 165
9.7 Concluding Remarks ................................................................................... 167
References ............................................................................................................. 168

9.1 INTRODUCTION

The study of human genetic conditions has had a major impact not only by providing a better understanding of the pathogenesis of disease but also by helping elucidate the function of proteins. This largely observational exercise complements the experimental approach, which, by its nature, usually only discloses what one is looking for. Through observation of the disease phenotype, one may reveal unknown properties of a protein or its participation in a pathway that had not been foreseen.

In this chapter, I explore the contribution of a growing number of genetic syndromes in defining the function of the components of chromatin and of the enzymes that modify chromatin structure. The perturbation of gene expression is a common theme in these “diseases of chromatin” and they are of great interest in attempts to
understand how the epigenome is established and regulated. In most cases these conditions are caused by mutations in trans-acting factors, and here they are classified as being involved in chromatin remodeling, establishing or reading DNA methylation, and modifying histones. Imprinting disorders are not discussed as these are dealt with elsewhere (Chapter 11). Finally, there is a discussion on the chromosomal deletion seen in facioscapulohumeral dystrophy, which affects the expression of genes in cis in a manner reminiscent of position-effect variegation.

9.2 CHROMATIN REMODELING

9.2.1 X-LINKED \( \alpha \) THALASSEMIA MENTAL RETARDATION (ATRX) SYNDROME

Mutations in \( ATRX \) give rise to an X-linked syndrome (OMIM 301040) associated with severe mental retardation, microcephaly, characteristic facies, genital abnormalities, and \( \alpha \) thalassemia. The distinctive facial traits are most readily recognized in early childhood and the gestalt is probably secondary to facial hypotonia. The frontal hair is often upswept; the eyes are widely spaced; there are epicanthic folds, a flat nasal bridge, and midface hypoplasia; the nose is small triangular, and upturned; the upper lip is tented; and the lower lip full and everted. The frontal incisors are frequently widely spaced, the tongue protrudes, and there is prodigious dribbling. Genital abnormalities are seen in 80% of children, and these may be very mild (e.g., undescended testes or deficient prepuce), but the spectrum of abnormality extends through hypospadias and micropenis to ambiguous female external genitalia. The most severely affected children, who are clinically defined as male pseudohermaphrodites, are usually raised as females. In such cases there are no Mullerian structures present and intra-abdominal, dysgenetic testes (streak gonads) may be found (reviewed by Gibbons and Higgs, 2000). \( \alpha \) Thalassemia is a form of anemia that is caused by a defect in the production of \( \alpha \) globin. ATR-X syndrome has been shown to be due to a defect in transcription, distinguishing it from most other forms of this anemia, which commonly result from deletions of the \( \alpha \) globin genes. Although \( \alpha \) thalassemia was initially one of the defining elements of the syndrome, it is clear that there is considerable variation in the hematological manifestations associated with \( ATRX \) mutations, and up to 15% of cases of ATR-X syndrome show no signs of \( \alpha \) thalassemia. At the other extreme, \( \alpha \) globin expression is virtually extinguished in individuals with acquired mutations in \( ATRX \), which occur as a rare complication in the hematological disorder myelodysplasia.

Female carriers are usually physically and intellectually normal, and this is associated with a highly skewed pattern of X chromosome inactivation, with the normal allele preferentially on the active chromosome. Missense mutations cluster in two regions of the gene. One is an N-terminal zinc finger domain (called the ADD domain), which is related to sequences seen in the DNA methyltransferase 3 (DNMT3) family of de novo DNA methyltransferases. Almost one half of the disease-causing missense mutations lie in this region, which accounts for only 4% of the coding sequence. NMR-based structural analysis of the ADD domain of ATRX shows that it has an N-terminal GATA-like zinc finger, a PHD finger, and a long C-terminal \( \alpha \) helix packed together to form a single globular domain (Argentaro et al., submitted). The \( \alpha \) helix of the GATA-like finger is exposed.
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and highly basic, suggesting a DNA-binding function for ATRX, and this is consistent with DNA-binding studies by Cardoso and colleagues. The disease-causing mutations affecting the ADD domain fall into two groups: the majority affect buried residues and hence affect the structural integrity of the ADD domain; another group affects a cluster of surface residues, and these are likely to perturb a potential protein interaction site (Argentaro et al., submitted). The second cluster of missense mutations is seen in the C-terminal half of ATRX in a conserved domain that defines ATRX as a member of the SNF2 family of helicase/ATPases. These proteins are thought to be molecular motors that are able to remodel chromatin and are powered by the hydrolysis of ATP. Although ATRX appears to have only weak chromatin remodeling activity, it is a translocase that can actively move along double-stranded DNA. Members of this family are involved in a wide variety of cellular functions, including the regulation of transcription (SNF2, MOT1, and brahma), control of the cell cycle (NPS1), DNA repair (RAD16, RAD54, and ERCC6), and mitotic chromosome segregation (lodestar). Given that mutations in ATRX lead to downregulation of α-globin gene expression, it is thought that ATRX may play a role in gene expression.

Interestingly, even the most deleterious mutations in ATRX are associated with detectable protein, and this even extends to nonsense mutations, where use of an alternate translational start site or mRNA splicing leads to a degree of phenotypic rescue (unpublished; Howard et al., 2004). In mice, ATRX knockout leads to early embryonic lethality, so it seems possible that none of the human constitutional mutations are true nulls.

Protein studies have shown that ATRX is a nuclear protein with a punctate staining pattern. In mouse cells, and to a lesser extent in human cells, the majority of the protein is associated with DAPI-bright regions of the nucleus, which are known to represent pericentromeric heterochromatin. In most cell types, it appears likely that the recruitment of ATRX to these sites is via the heterochromatic proteins HP1α and HP1β, which are bound via H3K9me3. In ES cells knocked out for the H3K9 histone methyltransferases Suv39H1/2, both HP1 and ATRX are delocalized. In mature neurones, however, ATRX appears to be recruited to pericentromeric heterochromatin by MECP2. ATRX is also found in promyelocytic leukemia nuclear bodies, where it interacts with the transcription cofactor Daxx. One additional striking finding in human metaphase preparations is that anti-ATRX antibodies consistently localize to the short arms of acrocentric chromosomes and colocalize with a transcription factor (upstream binding factor) that is known to bind the ribosomal DNA (rDNA) arrays in nucleolar organizer regions.

Mutations in ATRX are associated with changes in DNA methylation; although there is no global reduction in methylcytosine, both hypomethylation (e.g., at rDNA) and hypermethylation (e.g., at the repeat DYZ2) are observed and suggest ATRX plays a role in establishing or maintaining the pattern of DNA methylation. To date, no change in the pattern of methylation has been detected in the α-globin gene cluster that might explain the reduced expression of the α-globin genes. In fact, at present it is not known whether these genes are direct or indirect targets. However, it does appear that a determinant of the severity of the α thalassemia in this condition does map to a block of linkage disequilibrium that includes the α-globin gene loci (unpublished). Intriguingly, in the conditional ATRX knockout in mouse, α-globin
expression is not perturbed, raising the possibility that the targets in these different species may be different (unpublished).

9.2.2 CHARGE Syndrome

CHARGE syndrome (OMIM 214800) is a nonrandom pattern of congenital anomalies. CHARGE is an acronym for the features commonly seen in this condition: coloboma, heart defect, atresia choanae, retarded growth and development, genital hypoplasia, and ear anomalies/deafness (reviewed in Blake et al., 2006). The birth incidence is approximately 1:10,000 and cases are usually sporadic. It arises due to deletions of, or point mutations within, CHD7 (8q12). CHD7 encodes a chromodomain helicase DNA (CHD)-binding protein, which is an SNF2-like ATPase and by association is thought to play a role in chromatin structure and gene expression.

All the malformations in CHARGE occur during the first 3 months of pregnancy. In situ hybridization analysis of the CHD7 gene during early human development shows a good correlation between CHD7 expression patterns and the developmental anomalies observed in the syndrome. Most mutations are stop or frameshift, leading to protein truncation, and this suggests that the phenotype of CHARGE syndrome arises due to haploinsufficiency.

Although at present there is little published literature on the function of CHD7, analysis of other members of the CHD subfamily indicates some of the likely characteristics. CHD proteins are characterized by the presence of tandem chromodomains, which are highly conserved sequence motifs involved in chromatin remodeling and the regulation of gene expression in eukaryotes during development (reviewed in Jones et al., 2000). Functional analyses have demonstrated that the chromodomain serves as a module to mediate chromatin interactions by binding directly to DNA, RNA, and/or methylated histone H3. Two members of the subfamily, Chd3 (Mi-2α) and Chd4 (Mi-2β), are well-characterized biochemically as components of a chromatin remodeling and histone-deacetylating enzyme complex (NURD) that contributes to appropriate gene regulation.

9.2.3 Cockayne Syndrome B (CSB)

Cockayne syndrome (CS) is a DNA repair disorder and is characterized by stunted growth that is apparent in the first few years of life. The affected individuals exhibit skin photosensitivity, thin dry hair, and a progeroid (prematurely aged) appearance; they also develop a progressive pigmented retinopathy and sensorineural deafness. In marked contrast with the other DNA repair disorder xeroderma pigmentosa, CS is not associated with a significant increase in skin cancer or a predisposition to infection. Affected individuals become progressively cachectic, and death commonly occurs within the first two decades.

Fibroblasts from individuals with CS exhibit increased sensitivity to UV irradiation, and particularly marked is the failure of RNA synthesis to recover to normal rates after UV exposure. Cell fusion was used to demonstrate two major complementation groups, A and B. CSA (OMIM 216400) is caused by mutations in the group 8 excision repair cross-complementing protein (ERCC8) and CSB (OMIM 133540) is caused by mutations in ERCC6. Both proteins are part of a nucleotide
excision repair (NER) pathway that removes DNA damage arising from UV irradiation. This particular NER pathway preferentially repairs lesions on the transcribed strand of active genes, a process that normally proceeds at a faster rate than the repairs on nontranscribed strands.

ERCC6 encodes a Snf2-related DNA-dependent ATPase. It actively wraps around DNA and has ATP-dependent nucleosome remodeling activity. When cells from individuals with CSB were rescued with wild-type ERCC6, a group of genes with significant changes in gene expression were identified. These included many genes that were also regulated by inhibitors of HDAC and DNA methylation. This finding is consistent with a possible role for ERCC6 in chromatin remodeling.

9.2.4 Schimke Immuno-osseous Dysplasia (SIOD)

SIOD (OMIM 242900) is an autosomal recessive disorder with the diagnostic features of spondyloepiphyseal dysplasia, renal dysfunction, skin pigmentation, episodic cerebral ischemia, and T-cell immunodeficiency commencing in childhood. It is associated with mutations in a SWI/SNF2-related, matrix-associated, actin-dependent regulator of chromatin, subfamily a-like 1 (SMARCAL1), which is a member of the SNF2 family and hence is a putative chromatin remodeling enzyme. However, SIOD patients do not exhibit hypersensitivity to ultraviolet radiation, genomic instability, increased cancer incidence, or defective DNA repair following exposure to gamma radiation. This suggests that SMARCAL1 is not a regulator of DNA replication, repair, or recombination.

9.3 Establishing DNA Methylation

9.3.1 Immunodeficiency, Centromeric Instability, and Facial Anomalies (ICF) Syndrome

ICF syndrome (OMIM 242860) is a rare autosomal recessive condition that usually presents with a tendency to recurrent infections and unusual facies. The chromosomes from an affected individual’s lymphocytes are characterized by decondensation and instability in the pericentromeric heterochromatin of chromosomes 1 and 16, and to a lesser extent.

The facial dysmorphism is subtle, and the most common features are widely spaced eyes, a broad, flat nasal bridge, and epicanthic folds. Approximately one third of affected children have mild to moderate developmental delay affecting both cognition and motor function. The immunodeficiency is common and results in severe recurrent infections affecting the respiratory and gastrointestinal systems from early childhood. Immunoglobulins are low despite the presence of B cells, and in half the cases levels of T cells are reduced (reviewed by Ehrlich et al., 2006).

The chromosomal abnormalities observed in ICF syndrome are diagnostic. Whole-arm chromosomal deletions, pericentromeric breaks of chromosomes 1, 9, and 16, and multibranched formations involving these chromosomes may be seen. There also may be decondensation (stretching) of the pericentromeric regions of chromosomes 1 and 16. Curiously, these abnormalities are usually seen only in mitogen-treated lymphocytes. A similar pattern of decondensation may be seen after
treating cells with demethylating agents, which was the clue that there is a defect in DNA methylation in ICF syndrome. This predominantly affects the GC-rich classical satellites 2 and 3, although some affected individuals have hypomethylation of other genomic sequences (e.g., α satellites, centromeric DNA, Alu, D4Z4, and NBL2 repeats). Inactive X chromosomes are globally undermethylated in ICF syndrome, but this rarely involves CpG islands and is not accompanied by significant biallelic reactivation.

In approximately 40% of ICF cases mutations are detected in the highly conserved catalytic domain of the DNA methyltransferase 3B (DNMT3B) gene, which is involved in de novo DNA methylation. The etiology of ICF syndrome in the other 60% of cases is not known and does not appear to involve the other de novo DNA methylase DNMT3A. Hypomethylation of α satellite DNA appears to be seen only in individuals negative for DNMT3B mutations, strengthening the supposition that there is genetic heterogeneity in ICF syndrome.

Although it seems most likely that the pathophysiology of ICF syndrome is a consequence of hypomethylation, the genes involved and the mechanism by which this occurs, given that methylation changes predominantly affect gene-poor heterochromatic sequences, are unknown. Recently a murine model for ICF has been generated in which ICF-associated mutations have been introduced into the mouse by homologous recombination. Whereas mice homozygous for a null mutation of Dnmt3b die at late gastrula stage, mice carrying missense mutations of two human ICF syndrome alleles develop to term. These mice show phenotypes reminiscent of those seen in individuals affected by ICF, including hypomethylation of repetitive sequences, low body weight, distinctive cranial facial anomalies, and T-cell death by apoptosis. The ICF mutations in mice result in partial loss of function of Dnmt3b, which is consistent with the notion that no ICF patients are homozygous for nonsense alleles. Hopefully these mice will serve as good models for understanding the etiology of ICF syndrome and aid the identification of target genes that are regulated by DNA methylation during development.

9.4 READING DNA METHYLATION

9.4.1 RETT SYNDROME

Rett syndrome (RTT, OMIM 312750) is a severe neurodevelopmental disorder affecting females, with an incidence of approximately 1:15,000. Usually there are no problems at birth and onset occurs in early childhood (6–18 mos). There is then progressive loss of intellectual and motor function, slowing of head growth, loss of purposeful hand movement and the development of stereotypic hand movements, autonomic nervous system dysfunction, and autistic features. In the later stages of the disorder the individual experiences severe growth failure, epileptic seizures, dystonia, and scoliosis (reviewed by Francke, 2006).

This syndrome is associated with mutations in the X-linked gene MECP2 (Xq28), which encodes the methyl-CpG-binding protein 2. There are eight common mutations, which are missense or truncating and lead to loss of function. In general, truncating mutations that lead to loss of the methyl-binding domain (MBD) or transcriptional repression domain (TRD) lead to a more severe failure of head growth
than missense mutations.\textsuperscript{45} C-terminal mutations that leave the MBD and TRD intact are often associated with a milder phenotype characterized by preserved speech and motor function.\textsuperscript{46} In classic RTT the X chromosomal inactivation (XCI) pattern is random and usually balanced. However, skewing of XCI, depending on its direction, can give rise to a severe form with neonatal onset or a milder variant.\textsuperscript{47}

Classical RTT in males is very rare and is associated with mosaicism due to either the presence of a somatic mutation of MeCP\textsubscript{2}.\textsuperscript{48} or the presence of an additional X chromosome.\textsuperscript{49} Males with a single X chromosome who have mutations in MeCP\textsubscript{2} present in two ways: those with inactivating mutations (associated with RTT), though apparently normal at birth, soon develop a form of encephalopathy that is lethal within a few months; individuals with mutations may also present with nonsyndromic mental retardation (reviewed by Bienvenu and Chelly, 2006).\textsuperscript{50} In these latter cases the mutations found do not overlap with those associated with RTT. It has recently been shown that mutations in the X-linked gene cyclin-dependent kinase-like 5 (CDKL5) give rise to an RTT-like disease.\textsuperscript{51,52} The possibility that MeCP\textsubscript{2} and CDLK5 are involved in the same pathway has been strengthened by observation that the expression pattern of these two genes in the developing mouse is similar. Furthermore, an interaction between these proteins has been observed in vitro and in vivo.\textsuperscript{53}

Male mice with germline mutations in Mecp2 are born normal but after a few weeks develop an RTT-like condition.\textsuperscript{54,55} They develop tremors, have reduced mobility, and become growth restricted with small heads. They eventually die by 10 weeks. In contrast, female heterozygotes appear normal until about 6 months when they begin to develop an RTT-like condition. Male mice with a brain-specific knockout followed a course similar to those with the germline knockout, and though having a later onset, mice with a postnatal brain-specific knockout were similarly affected. The phenotype of Mecp2 knockout mice was, however, prevented by the presence of a transgene that was expressed only in post-mitotic neurons.\textsuperscript{56} This is consistent with the finding that Mecp2 is normally most highly expressed in brain and it is highest of all in post-mitotic, post-migratory neurons.\textsuperscript{57} This expression pattern and the postnatal onset in RTT-affected individuals and Mecp2-deficient mice are consistent with the notion that MeCP\textsubscript{2} plays a role in the maturation of neurons and the formation of dendritic branches. Remarkably, in the mouse these abnormalities are reversible, and resumption of endogenous MeCP2 production in a Mecp2-deficient mouse completely corrects the neurological deficit.\textsuperscript{58}

MeCP\textsubscript{2} was first identified through its ability to bind a single methyl-CpG dinucleotide in DNA via its MBD.\textsuperscript{59} More recently it has been shown that high-affinity binding requires [A/T]\textsubscript{4} sequences adjacent to the methyl-CpG, which confers some sequence specificity.\textsuperscript{60} It is thought that MeCP\textsubscript{2}, through binding of the methyl-CpG dinucleotide, affects nearby genes by repressing transcription and modulating chromatin structure through the recruitment of corepressor complexes. Although there is some controversy as to whether MeCP\textsubscript{2} forms any stable complexes with other proteins, a growing list of interactions has been put forth. These include the corepressors Sin3a-HDAC,\textsuperscript{61} c-SKI, and N-CoR\textsuperscript{62} as well as DNMT1,\textsuperscript{63} Suv39H1,\textsuperscript{64} ATRX,\textsuperscript{12} and the RNA-binding protein YB1.\textsuperscript{65} The contribution of these factors to MeCP\textsubscript{2}-mediated repression is still uncertain, as is the possible role of MeCP\textsubscript{2} in other cellular activities.
Given that the defect in RTT appears principally to affect post-mitotic neurons, it is perhaps not surprising that no widespread changes in gene expression occur in MeCP2-deficient cells. In the majority of microarray-based expression studies only subtle changes were observed and these were inconsistent between studies. In one experiment, however, comparing brains from wild-type and MeCP2-deficient mice, changes were observed in a group of glucocorticoid-regulated genes. Those perhaps of most significance were Sgk and Fkbp5, in which changes in expression were seen prior to the onset of RTT-like signs in the animals. A candidate gene approach has led to the identification of other Mecp2-regulated genes. It was shown that in *Xenopus laevis*, MeCP2 binds upstream of the promoter of *xHairy2* and represses transcription. The protein product of *xHairy2* inhibits neuronal cell differentiation and in the absence of MeCP2 there was enhanced expression of Hairy2a. Brain-derived neurotrophic factor (BDNF) is involved in neuronal survival and plasticity and has been shown to be a target in mice. Chromatin immunoprecipitation (ChIP) has shown that MeCP2 is bound to methyl-CpG near the gene promoter and the binding site shows the presence of the [A/T] motif, which appears to confer specificity in vitro. In resting neurons, Ca2+ signaling leads to activation of BDNF, which is associated with the loss of MeCP2 from the promoter. Two explanations put forward for the dissociation of MeCP2 are loss of promoter methylation or the phosphorylation of MeCP2 triggered by the neuron depolarization. Furthermore, in resting neurons, BDNF expression is doubled in MeCP2-deficient mice. Additional evidence for a functional interaction between MeCP2 and BDNF is the finding that BDNF levels can modulate the progression of disease in the MeCP2-deficient mice: forebrain-specific knockout of BDNF leads to exacerbation of the RTT-like phenotype whereas overexpression of BDNF in the same cells rescues some of the phenotype. Curiously, however, these effects are the opposite of what might be expected if MeCP2 was repressing BDNF expression.

There has been particular interest in studying whether MeCP2 plays a role in the methylation-associated gene silencing in X inactivation and imprinting. Silencing of X-inactivated alleles is maintained in clonal RTT cell lines, indicating that it is unlikely that this methyl-binding protein plays an important role. However, there is some evidence, albeit tentative, that imprinting of some genes does depend on MeCP2, though there may be at least two different mechanisms at work. The *UBE3a* locus lies within a cluster of imprinted genes on human chromosome 15 and its activity depends on a complex differentially methylated imprinting control region (ICR). In brain, UBE3a is normally expressed only from the maternally derived allele. The paternal allele is silenced by a cis-acting UBE3a antisense RNA, which is under the control of the unmethylated ICR; on the maternal chromosome the ICR is methylated, the antisense RNA is absent, and UBE3a is expressed. In MeCP2-deficient cells there is biallelic expression of the UBE3a antisense RNA, which leads to twofold downregulation of the maternal allele. In this case regulation of the antisense RNA appears to depend on MeCP2 reading and effecting a response to the methylation status of the ICR.

The imprinted genes *Dlx5* and *Dlx6* lie adjacent to each other. Normally, they are both silenced on the paternally derived chromosome by a looping mechanism that is mediated by MeCP2 and is associated with the presence of local repressive
histone marks. In MeCP2-deficient mice the looping is disrupted and there is a two-fold increase in the expression of Dlx5 and Dlx6, which represents activation of the paternal allele. A similar loss of imprinting was observed in human RTT cell lines. It remains unclear, however, whether aberrant expression of these genes contributes to the disease phenotype.

9.5 MODIFYING HISTONES

9.5.1 COFFIN–LOWRY SYNDROME (CLS)

CLS (OMIM 303600) is an X-linked form of severe mental retardation associated with characteristic facies (widely spaced, down-slanting eyes and full, fleshy lips), microcephaly, short stature, and skeletal abnormalities (reviewed by Young, 1988). In particular, affected individuals have large, soft hands with tapering digits. Female carriers exhibit mild mental retardation, short stature, and coarse facies. CLS is associated with mutations in the ribosomal protein S6 kinase 2 (RSK2) gene. The pattern of mutations found and the consequent phenotype are consistent with loss of function. Delaunoy et al. stated that of the 128 CLS mutations reported to date, 33% are missense mutations, 15% nonsense mutations, 20% splicing errors, and 29% short deletion or insertion events, and four large deletions have been reported. The mutations were distributed throughout the RSK2 gene and showed no obvious clustering.

In humans, the RSK family contains four closely regulated members: RSK1, RSK2, RSK3, and RSK4. They form a family of growth factor-regulated serine/threonine kinases that contain two kinase domains, one at the C terminus and one at the N terminus. RSKs are implicated in the activation of the mitogen-activated kinase cascade and the stimulation of cell proliferation (at the transition between phases G0 and G1 of the cell cycle) and differentiation. RSK2 is prominent in the cortex and hippocampus, regions of the brain important for learning and memory.

When mammalian cells are stimulated by mitogens, histone H3 is rapidly and transiently phosphorylated by one or more kinases. Sassone-Corsi et al. demonstrated that RSK2 was required for epidermal growth factor (EGF)-stimulated phosphorylation of H3. Fibroblasts derived from a CLS patient failed to exhibit EGF-stimulated phosphorylation of H3 at serine 10, although H3 was phosphorylated normally during mitosis. Introduction of the wild-type Rsk2 gene restored the activity. This function of RSK2 appears to be conserved in mice, as disruption of the Rsk2 gene by homologous recombination in murine embryonic stem cells abolished EGF-stimulated phosphorylation of H3. It appears, therefore, that H3 may be a direct or indirect target of RSK2. Phosphorylation of histone H3S10 occurs in two circumstances. Extensive phosphorylation of H3S10 occurs as cells enter mitosis, and this is associated with chromosome condensation and the suppression of transcription. Phosphorylation of the same residue occurs when cells are stimulated by growth factors from quiescence to cell division. In the latter case the phosphorylation is limited to the immediate-early genes and is followed by a wave of H3 acetylation that is associated with the transcriptional activation of these genes.

However, RSK2 has many potential substrates and it is not clear that the abnormal phenotype is due to a defect in histone phosphorylation. RSK2 is known to phosphorylate CREB (cAMP response element-binding) proteins, the Shank family
of proteins that plays a role in the neuronal synapse, and the transcription factor ATF4. For example, phosphorylation of CREB at serine 133 leads to its activation. Indeed, in a cell line derived from an individual with CLS, growth-factor stimulated CREB phosphorylation was reduced, and when RSK2 was immunoprecipitated from patient cell lines, the capacity to phosphorylate a CREB-like peptide was reduced and there was a linear relationship between RSK2 activation of CREB and cognitive levels in patients. It is clear then that although CLS is a candidate for the title of a chromatin disease, evidence is still lacking.

9.5.2 Rubenstein–Taybi Syndrome (RSTS)

RSTS (OMIM 180849) is an autosomal dominant congenital malformation and mental retardation syndrome that occurs in approximately 1 of 125,000 births. These babies often have cardiac defects, broad thumbs, big toes, and characteristic facies, a hooked nose being a prominent feature. The affected individuals also have a 350-fold increased risk of tumor formation, usually childhood cancers of neural crest origin. Mutations in either CREB-binding protein (CBP) or EP300 can give rise to the syndrome. About 20% of CBP mutations are deletions and protein-truncating mutations, which suggests that the haploinsufficiency of protein function is a common cause of the syndrome. CBP and EP300 are highly related proteins and act as transcriptional regulators in the control of gene expression through at least two pathways. They act as coactivators and recruit polII complex to the promoter, but also they remodel chromatin by histone acetylation. Murine Cbp heterozygous mutants that have behavioral and cognitive deficits have been used to determine the relative contributions of these two pathways to the pathogenesis of RSTS.

It was found that these aspects of the phenotype in the Cbp heterozygous mutants could be ameliorated using inhibitors of enzymes that compensate for a reduction in CBP’s function as a CREB coactivator. Nevertheless, the majority of missense mutations in CBP lie in the HAT domain of the protein; some of these largely preserve coactivator activity although abolish HAT activity. Thus it seems likely that a defect in HAT activity contributes to the pathogenesis of this condition. This is consistent with the finding that there is reduced histone H2B acetylation in a mouse model heterozygous for a null Cbp allele. Furthermore, treatment of these mutants with HDAC inhibitors led to a strong increase in acetylated histone H2B, and this was associated with the reversal of a memory defect exhibited by the mutant mice. Analysis of histone modifications at specific promoters of target genes is an obvious priority. However, it must be borne in mind that CBP can acetylate other proteins such as the basic transcription apparatus, and it remains to be confirmed that perturbed histone acetylation is the cause of RSTS.

9.5.3 Sotos Syndrome

Sotos syndrome (OMIM 117550) is an autosomal dominant disorder that usually occurs sporadically and is characterized by excessively rapid growth in childhood, advanced bone age, characteristic facial appearance, macrocephaly, and mild learning difficulties. The facial appearance is most distinctive between 1 and 6 years and consists of a high, broad forehead, sparsity of fronto-temporal hair, malar flushing,
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down-slanting palpebral fissures, and a pointed chin. Babies are born long and thin and neonatal hypotonia is common. Although 90% of children with Sotos have height and head circumference >2 SD above the mean, the velocity of growth slows postpuberty and thus the height of many adults with Sotos may not be significantly above the norm. Affected individuals are at an increased risk (170-fold) of developing a range of diverse neoplasms, especially neural crest tumors, sacrococcygeal teratomas, and some hematological malignancies, but the absolute risk of tumor development in Sotos syndrome is still <3%. The cloning of the breakpoints of a de novo t(5:8)(q35;q24.1) translocation in an individual with Sotos syndrome led to the identification of the disease gene, Nuclear receptor Set Domain containing protein 1 (NSD1) gene. Various different mutational mechanisms lead to haploinsufficiency as a common pathway; these include truncating mutations, missense mutations, splice-site mutations, intragenic deletions, and 5q35 microdeletions. Truncating mutations are found throughout the gene, and missense mutations cluster in the 3' region of the gene where most of the functional domains lie. No clear genotype–phenotype correlation is evident and there is considerable variability in the phenotypic features associated with a particular mutation. NSD1 mutations are found in >90% of Sotos cases and most are sporadic and probably represent new dominant mutations.

NSD1 protein contains a SET (su(var)3-9, enhancer-of-zeste, trithorax) domain, which is a feature of histone methyltransferases. In vitro NSD1 has been shown to methylate H3K36 and H4K20 (features of silent heterochromatin), but its in vivo substrate specificity is yet to be determined. NSD1 is also implicated in silencing through its interaction with NIZP1, which represses transcription in an NSD1-dependent fashion.

Mice that are homozygous for a null Nsd1 mutation can initiate mesoderm formation, but they fail to complete gastrulation. The mesoderm is sparse and there is a high incidence of apoptosis in the embryonic ectoderm from which the mesoderm is generated. Heterozygous mice are normal at birth, display a normal growth rate, and are fertile. It is possible that a Sotos phenotype in mice is subtler than in man. The expression pattern of NSD1 is consistent with it playing a similar role in mouse and man, as it is expressed in brain and in the region of ossification in the developing bone. However, it is conceivable that the target genes in mouse differ from those in man.

9.6 SILENCING BY POSITION EFFECT
9.6.1 FACIOSCAPULOHUMERAL DYSTROPHY (FSHD)

FSHD (OMIM 158900) is an autosomal dominant myopathy mainly characterized by a progressive and highly variable atrophy of the facial, shoulder, and upper arm muscles. Muscle involvement is often asymmetrical and in a pair of identical twins the disease manifested itself discordantly. Weakness may appear from infancy to old age but typically is seen in the second decade. Other commonly observed features are high-tone sensorineural deafness and abnormalities of the retinal capillaries which can lead to retinopathy (reviewed by Tawil and Van der Maarel).

Almost all patients carry deletions of tandem 3.3-kb heterochromatic repeats, termed D4Z4 on chromosome 4q35. The number of repeat units varies from 11
to more than 100 in the normal population, and in FSHD patients an allele of 1–10 residual units is observed because of the deletion of an integral number of these units. The number of \( D4Z4 \) repeats is a critical determinant of the age of onset and the clinical severity of FSHD. In general, 1–3 repeats is associated with a severe form of the disease of childhood onset, 4–7 repeats with the most common form, and 8–10 repeats with a milder disease with reduced penetrance. Although the repeat contains a putative open-reading frame, there is no evidence that this is expressed and so it appears that FSHD does not arise due to the loss of protein-coding genes, but rather that the deletion of \( D4Z4 \) affects the organization of the chromatin in this subtelomeric region and consequently perturbs the expression of nearby genes. Of significance, loss of the entire \( D4Z4 \) repeat and adjacent 200-kb of DNA via an unbalanced translocation does not give rise to FSHD.\(^97\) This suggests that in FSHD there is a gain of function. This hypothesis was supported by the finding that FSHD region gene 1 (\( FRG1 \)), FSHD region gene 2 (\( FRG2 \)), and adenine nucleotide translocator-1 gene (\( ANT1 \)), which lie 0.1 Mb, 0.2 Mb, and 5Mb, respectively, proximal to the \( D4Z4 \) repeat were overexpressed in FSHD muscle.\(^98\) Of note, however, the expression of other genes within this 5-Mb interval was not perturbed in FSHD (Tupler, personal communication), which suggests some discontinuous mechanism of action.

To identify the gene responsible for FSHD pathogenesis transgenic mice were generated which selectively over-expressed \( FRG1 \), \( FRG2 \), or \( ANT1 \) in skeletal muscle.\(^99\) \( FRG1 \) transgenic mice develop a muscular dystrophy with features characteristic of the human disease whereas \( FRG2 \) and \( ANT1 \) transgenic mice appeared normal. \( FRG1 \) is thought to play a role in RNA splicing: it exhibits a nuclear speckled pattern characteristic of mammalian splicing factors and it is a component of purified spliceosomes. The abnormal pattern of splicing seen in the affected muscles of \( FRG1 \) transgenic mice and individuals with FSHD is consistent with this role.

It appears therefore that \( D4Z4 \) normally suppresses the expression of certain nearby genes, and deletions within this repeat lead to their derepression. Electrophoretic mobility shift assay and in vitro DNaseI footprinting were used to identify a 27-bp element within the \( D4Z4 \) repeat which bound a complex of nuclear factors.\(^98\) This complex comprised YY1, HMGB2, and nucleolin and sequence-specific binding depended on YY1. It is not yet clear how these factors might affect the expression of genes in \( cis \); there is no evidence, in the wild-type allele, for spreading of heterochromatin from \( D4Z4 \) into the adjacent chromosomal region.\(^100\) Recent experiments have shown that YY1 recruits HDAC1 and EZH2, an H3K27 methyltransferase involved in Polycomb silencing, to the genomic region of silent muscle-specific genes in mice.\(^101\) Given that only some genes adjacent to \( D4Z4 \) are upregulated in FSHD,\(^98\) it raises the possibility that the wild-type suppression of the target genes may be via a looping mechanism involving the \( D4Z4 \) region and the target genes.

The \( D4Z4 \) deletion in FSHD is associated with hypomethylation in the DNA of the repeat in both affected individuals and nonpenetrant deletion carriers. Of particular interest, in FSHD phenocopies (which have an identical phenotype to FSHD but no deletion within \( D4Z4 \)) there is hypomethylation of both \( D4Z4 \) alleles.\(^102\) These results strongly suggest that although hypomethylation of \( D4Z4 \) is part of a common pathway in a cascade of epigenetic events, since hypomethylation is also seen in nonpenetrant carriers, it is not sufficient to cause FSHD. Consistent with this is the
observation that methylation of \textit{D4Z4} is reduced in individuals with ICF syndrome yet they do not have FSHD.\textsuperscript{103}

It appears that FSHD represents a fascinating example of position effect, and the epigenetic status of certain genes is dictated by the nature of the heterochromatin juxtaposing them. Given that there is considerable variability in the degree to which different muscles are affected in a given individual, this may even be an example of position effect variegation.

\section*{9.7 CONCLUDING REMARKS}

The last 10 years have seen a rapid growth in the number of genetic syndromes in which the disease gene has been identified as a component of chromatin or a chromatin-modifying enzyme (Figure 9.1). As the molecular characterization of genetic disease becomes ever easier, it is likely that this list will grow.

The recognizable phenotypes presumably indicate that in each case there is a unique repertoire of genes that are perturbed. However, even with the advent of whole-genome expression profiling, identifying these genes has remained a challenging task, and it is sobering that a major disease can result from changes in gene expression that we may struggle to detect.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{chromatin_enzymes.png}
\caption{Components of chromatin and enzymes that modify chromatin that are affected by human disease-causing mutations. Closely packed nucleosomes on the left represent closed heterochromatin, whereas the more widely spaced nucleosomes on the right represent open euchromatin. A key to the symbols used is shown below. For each affected component or modifying enzyme, the name of the protein is followed in parenthesis by the disease, followed by the classification of the protein involved. Although it is not known how FSHD is caused, one possible model is that target genes are derepressed through a failure to recruit the Polycomb complex (see text for explanation).}
\end{figure}
It remains an intriguing observation that mutations in such general factors give rise to such specific phenotypes. This point, however, is central to understanding the role of these factors and their place in establishing and regulating the human epigenome.
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10 Epigenetics and Immunity

Esteban Ballestar and Bruce Richardson

INTRODUCTION

The immune system is unique in that cells such as T and B lymphocytes differentiate throughout life and can be readily obtained, making them useful models for differentiation and gene expression studies. As in other tissues, epigenetic mechanisms are essential to both differentiation and gene expression in these cells. Further, a failure to maintain epigenetic homeostasis in the immune response leads to aberrant gene expression, contributing to autoimmunity. This chapter reviews how epigenetic mechanisms contribute to immune differentiation and function and how epigenetic abnormalities contribute to human autoimmune disease.
10.2 **EPIGENETICS IN IMMUNE DIFFERENTIATION AND THE IMMUNE RESPONSE**

The differentiation of hematopoietic precursor cells into lymphocytes and their subsequent activation by foreign antigens are key processes determining immune function. Lymphocytes develop through a stepwise process in which a progressive narrowing of developmental potential results in commitment to lineages such as B or T cells (Figure 10.1). During this process, lineage-specific genes are sequentially activated, while lineage-inappropriate genes are turned off. Each lymphocyte also rearranges its antigen receptor genes during development to generate a molecule specifically binding antigens on foreign pathogens such as microbes.

The resultant B and T lymphocytes are immature when leaving the bone marrow and thymus, respectively, as they are capable of responding to foreign antigen but have not yet been activated. Prior to antigenic exposure, the lymphocytes are referred to as naive. When a naive cell encounters its antigen, it responds and undergoes division with further differentiation. The progeny are clonally distinguished by their unique antigen receptor, but differ from the naive cell by expressing a different repertoire of effector molecules. For example, developing T cells commit first to the CD4+ helper or CD8+ cytotoxic subsets, and CD4+ cells differentiate further into T helper 1 (Th1) or T helper 2 (Th2) cells. These latter subsets express and secrete distinct patterns of cytokines, which play an important role in activating subpopulations of macrophages, B cells, and other T cells. The Th1 subset expresses pro-inflammatory cytokines such as interferon-gamma (IFN-γ), while the Th2 subset expresses cytokines such as IL-4, which promotes B-cell antibody production (see Figure 10.1).

Each differentiation step is mediated by transcription factors, cell-specific or ubiquitous. However, activation and suppression of genes during differentiation are determined not only by activated transcription factors binding regulatory elements, but also by the chromatin configuration around the genes, which is determined by epigenetic mechanisms such as histone modifications, DNA methylation, and nucleosome positioning. Further, some transcription factors cause regional modifications of the chromatin structure that affect gene expression. For example, differentiation results in modifications to the chromatin structure at the regulatory regions of the effector-cytokine genes [1], including changes in DNA methylation [2] and histone acetylation that modulate accessibility to NFAT1 (nuclear factor of activated T cells 1) [3]. These modifications contribute to polarization of the developing Th1 and Th2 cells, such that IL-4 and IFN-γ expression is mutually exclusive. The silencing of IL-4 or IFN-γ expression may be stabilized further by the recruitment of these loci to specific heterochromatin domains in the nucleus [4]. Interestingly, with successive divisions, the progeny lose the ability to revert to the alternative lineage, an observation consistent with lineage restriction being sustained by progressive gene silencing [5]. The end result is a variety of lymphocyte subsets with distinct repertoires of gene expression, reflecting distinct patterns of transcription factor expression and distinct epigenetic chromatin modifications.
10.2.1 TRANSCRIPTION FACTORS AND EPIGENETIC MODIFICATIONS IN LYMPHOCYTE DIFFERENTIATION

Gene targeting studies have identified several transcription factors essential for lymphocyte development. For example, B-lymphoid differentiation is regulated in part by PU.1, Ikaros, E2A, EBF, and Pax5 during early stages of lineage commitment, and Aiolos, Spi-B, Oct2, OBF1, NF-κB, or Notch at later stages. In contrast, transcription factors involved in early T-cell differentiation include GATA3, Notch, TCF-1/LEF1, or Runx (see Figure 10.1). In many cases, these transcription factors operate through mechanisms involving the recruitment of enzymes that modify histones or nucleosome positioning. This is exemplified by the Ikaros proteins, a family of zinc-finger transcriptional regulators that includes Ikaros, Aiolos, and Helios. These play an important role in the control of B-lymphocyte differentiation and proliferation and are essential for the proper development of the lymphoid arm of the hematopoietic system [6]. Several reports provide clues about how Ikaros proteins regulate gene transcription. Aiolos and Ikaros recruit the Mi-2/NuRD and SIN3 histone deacetylase (HDAC)-containing repressor complexes [7,8], and also the nucleosome-remodeling complex SWI/SNF to transcriptionally silenced regions of the genome [8,9]. Additionally, Aiolos and Ikaros associate with CtBP-interacting protein (CtIP), which has been linked with HDAC-independent mechanisms of repression [10].
Another example is provided by Polycomb group proteins. Polycomb group protein Ezh2 is a K27 histone H3 methyltransferase with potent repressor activity and a key regulator of embryonic development in mice. High expression of Ezh2 in developing murine lymphocytes suggests Ezh2 involvement in lymphopoiesis, and Ezh2 is critical for early B-cell development and rearrangement of the immunoglobulin heavy-chain gene (Igh) [11].

The complexity of interactions between transcription factors and histone-modifying enzymes is exemplified by RUNX1 (or AML1), a member of the mammalian Runt domain family of transcription factors involved in T-cell development and differentiation. This factor is a common target of chromosomal translocations that cause arrest of differentiation in leukemias [reviewed in Ref. 12]. Many reports have focused on the mechanisms of RUNX1 regulation, and interactions with different histone-modifying enzymes have been described [13]. It is likely that interactions with different histone deacetylases and histone methyltransferases throughout differentiation provide an additional regulatory mechanism to modulate the activity of these factors. The relationship between these transcription factors and their related epigenetic mechanisms is summarized in Table 10.1.

### 10.2.2 DNA Methylation Changes Associated with Lymphocyte Differentiation and Activation

Genes not required for the function of specific lymphoid cell types may also be suppressed by DNA methylation. Several mammalian DNA methyltransferases account for this activity. While the extent to which methylation physiologically regulates the expression of tissue-specific genes is unclear, recent examples suggest an important role in silencing unnecessary genes in specific subsets. When naive CD4+ T cells
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<tr>
<th>Table 10.1 Relationship between Transcriptional Regulators and Epigenetic Machinery in Lymphocyte Differentiation</th>
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<td>RUNX1</td>
</tr>
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HAT: histone acetyltransferase, HDAC: histone deacetylase; HMT: histone methyltransferase.
are activated they produce IL-2 and proliferate. As noted above, they also undergo a
differentiation event that makes them competent to produce other cytokines such as
IFN-\(\gamma\) and IL-4. This differentiation correlates with demethylation of CpGs in the
promoters of IFN-\(\gamma\) and IL-4 \[14,15\]. Further differentiation into Th1 or Th2 cells is
associated with methylation of IL-4 in Th1 cells, and IFN-\(\gamma\) in Th2, and treatment of
Th1 or Th2 cells with DNA methylation inhibitors can reactivate expression of the
suppressed gene \[16\].

Interestingly, a small region in the promoter-enhancer of the IL-2 gene demethyl-
ates in T lymphocytes following activation, but before cell division, and remains
demethylated thereafter. These epigenetic changes are necessary and sufficient to
enhance transcription \[17\]. Further, IL-2 demethylation allows binding of the tran-
scription factor Oct-1 \[18\]. These processes imply that demethylation can occur by
an active enzymatic mechanism. Although DNA methyltransferases are well charac-
terized, the molecular mechanisms causing DNA demethylation, aside from passive
demethylation caused by Dnmt1 inhibition during mitosis, are poorly understood.
Recent evidence suggests that Gadd45a (growth arrest and DNA-damage-inducible
protein 45 alpha), a nuclear protein involved in maintenance of genomic stability,
DNA repair, and suppression of cell growth, may participate in active DNA demeth-
ylation \[19\]. Whether this mechanism is involved in the IL-2 demethylation remains
to be determined.

10.3 EPIGENETICS IN AUTOIMMUNITY

The importance of epigenetic mechanisms in immune differentiation and function
is evidenced by immune diseases caused at least in part by epigenetic abnormalities.
Perhaps the clearest example is ICF syndrome (immunodeficiency, centromeric
instability, and facial anomalies), caused by mutations of the \textit{DNMT3B} gene. This
disorder, discussed in Chapter 15 of this book, is characterized by a B-cell immu-
nodeficiency and indicates that genetic abnormalities in DNA methylation may con-
tribute to immune disorders. However, epigenetic marks in mature cells must be
replicated during mitosis. The maintenance of epigenetic marks on DNA and hist-
one is susceptible to modification by environmental factors, and these changes can
lead to aberrant gene expression and abnormal immune function. At present the role
of acquired epigenetic abnormalities in the development of autoimmunity is best
studied in human systemic lupus erythematosus (SLE), although there are indica-
tions that other diseases may also have an epigenetic basis. The role of epigenetics,
and in particular DNA methylation, in human autoimmunity is summarized below.

10.3.1 EPIGENETICS AND SYSTEMIC LUPUS ERYTHEMATOSUS

Human lupus is a systemic autoimmune disease primarily affecting women. Lupus
is characterized by autoantibody formation to nuclear antigens and immune complex
deposition in tissues such as the kidney. The cause of human lupus is unknown, but
current models propose that both genetic and environmental factors are required.
Familial studies provide evidence for multiple genetic loci predisposing to lupus
\[20\]. However, incomplete concordance in identical twins \[21\], and observations that
some drugs cause a lupus-like disease and that sunlight triggers lupus flares [22], indicates a role for environmental factors. Current models thus postulate that lupus occurs in genetically predisposed individuals when exposed to one or more environmental triggers. While persuasive evidence for environmental agents other than sunlight and drugs has yet to be shown, environmentally induced epigenetic changes and, in particular, altered DNA methylation, are likely to be involved. Much of this work derives from studies on the role of DNA methylation in regulating gene expression in mature T cells.

10.3.1.1 DNA Methylation and T-Cell Autoreactivity

Early studies used the irreversible DNA methyltransferase (Dnmt) inhibitor 5-aza- cytidine (5-azaC) to probe for functional changes caused by DNA methylation inhibition in mature T cells. One observation was that CD4+ T cells become autoreactive following 5-azaC treatment. CD4+ T cells normally respond to peptides presented in the antigen-binding cleft of “self” class II MHC molecules on antigen-presenting cells. Following 5-azaC treatment, antigen-specific CD4+ T cells lose the requirement for specific antigen and respond to antigen-presenting cells alone. The response is specific for self class II MHC molecules and is reversible, in that antigen responsiveness is slowly recovered once the Dnmt inhibitor is removed. The autoreactivity has been demonstrated with cloned and polyclonal human and murine CD4+ T cells [23]. CD8+ T cells do not become autoreactive; the reason is unknown [24,25].

Mechanistic studies revealed that the autoreactivity correlates with increased expression of LFA-1 (CD11a/CD18), caused by increased levels of CD11a (ITGAL) transcripts [26], and LFA-1 overexpression caused by transfection results in identical autoreactivity in human [27] and murine [28] T cells. Bisulfite sequencing revealed demethylation of alu repeats upstream of the ITGAL promoter, and cassette methylation of the region suppressed promoter function in transfection studies [29], indicating transcriptional relevance. LFA-1 is an adhesion molecule and surrounds the T-cell antigen receptor (TCR) to form the “immunologic synapse” during activation by antigen-presenting cells, providing both increased stability to the TCR–MHC interaction as well as co-stimulatory signals [30]. Increased LFA-1 expression may cause a T-cell response to MHC molecules presenting inappropriate antigens by overstabilizing the lower affinity interaction between the TCR and class II MHC molecules bearing inappropriate peptide fragments, by providing increased co-stimulatory signals, or by a combination of both.

10.3.1.2 DNA Demethylation and Autoimmunity

The response of demethylated CD4+ cells to self class II MHC molecules demonstrates that normal, antigen-reactive T cells may be modified by exogenous agents to become autoreactive, potentially contributing to an autoimmune disease. CD4+ T cells similarly responding to host class II MHC molecules cause chronic graft-vers-host disease (GVHD), with many features of human lupus, including antinuclear antibodies and an immune complex kidney disease [31], suggesting that the 5-azaC modified cells may cause a disease resembling SLE. Pathogenicity of the autoreactive cells was demonstrated by injecting cloned or polyclonal 5-azaC-treated CD4+
T cells into syngeneic mice. The recipients developed anti-DNA antibodies and an immune complex glomerulonephritis as well as other histologic features of autoimmunity, depending on the strain [32,33]. LFA-1-transfected CD4+ T cells caused a similar lupus-like disease in the same system, indicating that LFA-1 overexpression contributes to the autoimmunity induced by demethylated T cells [28].

T-cell effector functions are also modified by DNA demethylation. Coculture of 5-azaC-treated T cells with autologous B cells results in IgG hypersecretion [25], due to both increased expression of Th1 and Th2 cytokines including IFN-\(\gamma\), IL-4, and IL-6 [33] as well as overexpression of B-cell co-stimulatory molecules including CD70 and CD40L [34,35]. The IgG overstimulation may contribute to the increased autoantibody titers found in mice receiving demethylated T cells.

In contrast to the B-cell stimulation, coculture of demethylated T cells with autologous monocytes/macrophages (M\(\phi\)) results in M\(\phi\) death by apoptosis [27]. Antigen-presenting M\(\phi\) normally undergo apoptosis after stimulating T cells [36]. However, hypomethylated autoreactive CD4+ T cells respond to all M\(\phi\) bearing autologous class II MHC molecules, resulting in promiscuous M\(\phi\) killing. Increased M\(\phi\) apoptosis may initiate an anti-DNA response by providing a source of antigenic nucleosomes, since injecting apoptotic cells into normal mice also results in anti-DNA antibodies [37]. Further, transgenic mice lacking one or more of the molecules involved in clearance of apoptotic debris develop a lupus-like disease with similar anti-DNA antibodies [38]. The consequence of increased M\(\phi\) apoptosis has been tested by injecting control and lupus-prone mice with clodronate vesicles. These vesicles are phagocytosed by M\(\phi\), causing release of the clodronate and apoptotic death of the phagocyte. Clodronate vesicles cause antinucleosome antibodies when injected into normal mice and accelerate autoimmunity in lupus-prone mice [39].

10.3.1.3 DNA Methylation and Drug-Induced Lupus

The experiments summarized above imply that inhibiting CD4+ T-cell DNA methylation may cause a lupus-like disease. More than 100 drugs have been reported to cause a lupus-like disease with antinuclear antibodies in the patients receiving them, typically in a small subset of the people [40]. However, a majority of the people receiving the antiarrhythmic agent procainamide, or the antihypertensive drug hydralazine, eventually develop antinuclear antibodies, and a subset develop an illness resembling lupus [41,42]. These considerations have prompted studies testing if procainamide and hydralazine were DNA methylation inhibitors. In vitro studies showed that procainamide and hydralazine decreased total T-cell deoxymethylcytosine (dmC) content and induced LFA-1 overexpression and autoreactivity similar to 5-azaC, although 5-azaC was considerably more potent [43]. Procainamide- and hydralazine-treated CD4+ T cells also increased B-cell antibody production similar to 5-azaC-treated T cells [25].

Procainamide was found to be a competitive inhibitor of DNA methyltransferase enzymatic activity and had no effect on intracellular S-adenosylmethionine or S-adenosylhomocysteine pools [44]. Confirming studies demonstrated that procainamide is a selective DNA methyltransferase 1 inhibitor, reducing the affinity of the enzyme for its substrates, hemimethylated DNA, and S-adenosylmethionine [45]. In contrast,
hydralazine selectively inhibits T-cell ERK pathway signaling, preventing upregulation of DNA methyltransferase 1 and 3a during mitosis, resulting in hypomethylation of the daughter cells [46]. Pathogenicity of decreased ERK pathway signaling was confirmed by treating CD4+ T cells with U0126, a selective MEK inhibitor that decreases ERK pathway signaling, and injecting the cells into syngeneic mice. The T cells overexpressed LFA-1 and became autoreactive, and mice receiving the treated cells developed anti-DNA antibodies, similar to procainamide-treated cells [46].

10.3.1.4 DNA Methylation and Idiopathic Lupus

Similar mechanisms may contribute to idiopathic human lupus. Early studies showed that T cells from patients with active lupus have decreased total deoxymethylcytosine (dmC) content relative to patients with inactive lupus and normal controls. Decreased dmC content was associated with decreased DNA methyltransferase enzyme activity [47]. Later studies demonstrated decreased Dnmt1 transcripts in lupus T cells [48]. Since lupus T cells have multiple signaling abnormalities [49], and Dnmt1 expression is regulated by the ERK and JNK pathways [46], T-cell signaling was examined in human lupus. Patients with active but not inactive lupus had decreased ERK phosphorylation in response to stimulation that was identical to hydralazine-treated cells [48], while signaling through the JNK and p38 pathways was intact [50].

Other studies revealed functional and epigenetic similarities between lupus and experimentally demethylated T cells. Functional studies revealed that lupus T cells overstimulate autologous B-cell antibody production, similar to 5-azaC-treated T cells [51]. A subset of lupus T cells also overexpresses LFA-1, and this subset spontaneously kills autologous Mø in an MHC-restricted, autoreactive fashion identical to experimentally demethylated cells [26]. Further, patients with active lupus have circulating apoptotic monocytes in their peripheral blood, suggesting that a similar killing occurs in vivo [52].

Epigenetic similarities between 5-azaC-treated and lupus T cells were sought using bisulfite sequencing. As noted above, 5-azaC causes LFA-1 overexpression by demethylating a series of alu repeats 5′ to the \textit{ITGAL} (CD11a) gene. Bisulfite sequencing of DNA from CD4+ lupus T cells demonstrated demethylation of the same sequences, and the degree of demethylation was proportional to disease activity [29].

The similarities between \textit{ITGAL} demethylation in 5-azaC-treated and lupus T cells has raised the possibility that 5-azaC treatment may be used to identify methylation-sensitive T-cell genes overexpressed in lupus and to predict the sequences demethylated. Normal T cells were treated with 5-azaC, affected transcripts identified using oligonucleotide arrays, and genes relevant to B-cell overstimulation and macrophage killing sought. Of the >100 genes affected, perforin (\textit{PRF1}), a cytotoxic molecule normally expressed by natural killer (NK) cells and cytotoxic CD8+ cells but not CD4+ cells, and CD70 (\textit{TNFSF7}), a B-cell costimulatory molecule, were selected for further study. Confirming studies determined that 5-azaC induced perforin mRNA and protein expression in the CD4+ T-cell subset, and that expression was due to demethylation of a conserved region located between the \textit{PRF1} promoter and upstream enhancer [53]. Studies in lupus patients demonstrated identical
demethylation of the same sequence and aberrant perforin expression in CD4+ T cells [54]. Concanamycin, a perforin antagonist, prevented the autoreactive Mø killing by lupus T cells, implicating perforin in this phenomenon [39].

Similar studies compared TNFSF7 methylation, expression, and function in 5-azaC-treated and lupus T cells. Bisulfite sequencing revealed that the core TNFSF7 promoter is normally demethylated in CD4+ T cells and that 5-azaC extends the demethylated region upstream by ~300 bp. Cassette methylation confirmed transcriptional suppression when the region is methylated. Interestingly, other DNA methylation inhibitors including procainamide, hydralazine, and the MEK inhibitor U0126 all demethylated the same sequence and increased CD70 expression as 5-azaC. Studies in CD4+ T cells from lupus patients demonstrated CD70 overexpression and demethylation of the same sequence [34,55]. Thus, for at least three genes (ITGAL, TNFSF7, and PRF1), identical changes in methylation and expression are found in experimentally demethylated and lupus T cells.

10.3.1.5 Histone Modifications in Lupus

The role of histone modifications in lupus is less well understood. Treating lupus T cells with histone deacetylase inhibitors including trichostatin A and SAHA restores aberrant expression of some genes [56]. However, these drugs also modify acetylation of other proteins including transcription factors [57], and confirmatory studies at the chromatin level still need to be performed.

10.3.1.6 Summary

T-cell DNA methylation abnormalities in human lupus appear to be predicted by experimental demethylation of T cells in vitro. Identical changes occur at the DNA, mRNA, protein, and functional levels for at least three genes that contribute to T-cell autoreactivity, B-cell overstimulation, and macrophage killing (ITGAL, TNFSF7, and PRF1), respectively. Experimentally demethylated T cells cause a lupus-like disease in vivo. Finally, at least two lupus-inducing drugs are DNA methylation inhibitors with identical effects on T cells as 5-azaC. In lupus, DNA demethylation appears to be caused by a failure to upregulate Dnmt1 during mitosis, due to a defect in ERK pathway signaling. It seems reasonable to propose that defective T-cell DNA methylation may contribute to the pathogenesis of lupus in genetically predisposed individuals. This model is illustrated in Figure 10.2.

10.3.2 Epigenetic Changes in Other Autoimmune Disorders

10.3.2.1 Rheumatoid Arthritis

Rheumatoid arthritis, a systemic autoimmune disease that causes a deforming and disabling arthritis, is also associated with genome-wide T-cell DNA hypomethylation [47]. However, the genes affected and mechanism causing the demethylation are unknown. Methotrexate, used to treat rheumatoid arthritis, has been reported to increase dmC levels in rheumatoid arthritis T cells [58]. Since methotrexate is a folate antagonist, this effect is paradoxical and may be secondary to other effects
on the disease process. Nonetheless, the increased methylation is interesting and deserves further study.

10.3.2.2 Progressive Systemic Sclerosis

Progressive systemic sclerosis (PSS), also known as scleroderma, is a rare and poorly understood condition characterized in part by collagen deposition in skin as well as other organs. PSS is considered an autoimmune disease because of the frequent presence of autoantibodies to nuclear as well as other autoantigens. The fibrosis is due to aberrant activation and collagen secretion by fibroblasts. The \textit{Fli1} gene, encoding a regulatory protein suppressing collagen synthesis, has been reported to be aberrantly methylated in PSS fibroblasts, raising the possibility that fibroblast DNA methylation abnormalities may contribute to this disorder [59].

10.3.2.3 X Chromosome Skewing in Autoimmunity

Women tend to develop autoimmune disease more frequently than men. The mechanisms causing this dimorphism are unknown, but some have proposed that skewed X chromosome inactivation may contribute. As discussed in other chapters in this book, DNA methylation contributes to the silencing of one X chromosome in women. During early development both X chromosomes are active, then one or the other is silenced on a random basis, resulting in mosaicism with a 50:50 distribution of the inactivated chromosomes. In some conditions, however, one or the other X chromosome is preferentially inactivated, resulting in an aberrant relative overexpression of the genes on the active X. This aberrant inactivation is referred to as skewing. Conditions associated with skewing include scleroderma [60] and autoimmune thyroiditis [61].

10.3.2.4 Aging

Most people develop antinuclear antibodies (ANAs) with age. Total genomic dmC content decreases with age in most vertebrate tissues, and T cells similarly demethylate in the elderly [62]. The demethylation is associated with decreased Dnmt1 expression and with LFA-1 overexpression due to demethylation of the same sequences.
affected by 5-azaC [63]. These observations suggest that age-dependent DNA demethylation may contribute to the development of ANAs and lupus-like diseases in aging. While lupus is thought to be a genetically predisposed condition [20], the average age of onset is ~40 [64]. It is possible that age-dependent decreases in T-cell Dnmt1 and dmC content contribute to lupus in older individuals. T-cell function also declines with age, and epigenetic changes may contribute to this process as well [65].

10.4 CONCLUSIONS

T lymphocytes differentiate throughout life, and epigenetic mechanisms play an essential role in the regulation of subset-specific genes. The expression of some of these genes, such as IL-4 in Th1 cells, IFN-γ in Th2 cells, and perforin in CD4+ cells, involves changes in DNA methylation, and pharmacologic demethylation of these genes can lead to their reexpression. The level of expression of some genes, like ITGAL and TNFSF7, is also modified by the methylation status of regions flanking their promoters. Current models indicate that failure to maintain these methylation patterns can modify T-cell gene expression and hence immune function, contributing to the development of lupus-like diseases and perhaps other forms of autoimmunity. Further studies are needed to extend these observations and identify ways to correct these abnormalities.
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11.1 INTRODUCTION

In the past three decades, significant effort has been dedicated to the development of new experimental methods and computational strategies for the identification of primary molecular causes of human diseases. Many series of genes that cause or contribute to various human diseases have already been identified. The vast majority of such disease genes, however, are those that cause simple Mendelian diseases, such as cystic fibrosis and Huntington’s disease. In contrast, the genes responsible for complex diseases—those that exhibit a heritable component but do not follow Mendel’s laws—have proven to be more elusive than previously thought. This could be due to the limitations of current research strategies, which are typically based on searching for DNA sequence variations (i.e., mutations and polymorphisms). Although there
were some limited successes in identifying DNA-based origins of complex diseases (e.g., colon cancer, breast cancer, and Alzheimer’s diseases), the molecular origins for the overwhelming majority of complex diseases remain unexplained. This is the case with major psychosis (i.e., schizophrenia and bipolar disorder). Schizophrenia is characterized by psychotic features, including delusions and hallucinations, as well as disturbances in normal affective responses and altered cognitive functions. Bipolar disorder presents with severe disturbances in mood, ranging from extreme elation to severe depression, and is usually accompanied by psychotic features. Major psychoses, unlike simple-Mendelian diseases, exhibit relatively late onset, discordance between monozygotic (MZ) twins, sexual dimorphism, parent-of-origin effect, fluctuating disease course, and sometimes, partial recovery, none of which are consistent with DNA sequence-based disease mechanisms. New opportunities may arise from epigenetic interpretations of major psychosis by providing alternative research strategies, which work in unison with traditional research methods.

Epigenetics by definition refers to the regulation of gene expression that is not based on DNA sequence but, rather, is controlled by heritable and potentially reversible changes to the DNA (methylation of cytosines) and/or the chromatin structure (acetylation, methylation, phosphorylation, and other modifications of histones). Increasing evidence tells us that in order for cells to operate “correctly,” both the DNA sequence and the epigenetic factors must be normal. Thus, individuals with epigenetic misregulation may suffer from a disease, even if they are carrying functionally impeccable DNA sequences (no disease mutations or pre-disposing DNA sequence variants). Consequently, the current research strategies, which focus on DNA sequence-based analysis, might not be sufficient and efficient for studying complex diseases such as schizophrenia and bipolar disorder. Epigenetic research may open new opportunities for understanding the various non-Mendelian features of complex psychiatric diseases. This chapter is dedicated to the brief introduction of the epigenetic concepts and mechanisms, as well as a discussion on the putative role of epigenetic factors in etiopathogenesis of major psychiatric diseases.

### 11.2 THREE FUNDAMENTAL CONCEPTS BEHIND THE EPIGENETIC MODEL OF MAJOR PSYCHOSIS

The epigenetic model of major psychosis rests on three fundamental concepts. Each concept is based on observable facts and enables explanation of the peculiar nature of non-Mendelian characteristics of complex psychiatric diseases. The three fundamental concepts are as follows:

1. **Compared to the DNA sequence, the epigenetic status is considerably more dynamic.** Epigenetic patterns, like DNA sequences, are transmitted from maternal chromatids to daughter chromatids during mitosis. The mode of epigenetic status transmission is called the epigenetic inheritance system. Unlike DNA sequences, which are almost flawlessly reproduced in each cell division, epigenetic patterns usually exhibit partial stability (sometimes
called epigenetic metastability). After mitosis, the daughter chromosomes do not necessarily carry epigenetic patterns identical to their parental chromosomes. For example, in mammalian cell cultures, the maintenance of methylation status was detected to be between 97 and 99.9% and de novo methylation activity was as high as 3–5% per mitosis. Although promoter regions of functionally important genes showed a substantially higher fidelity of methylation patterns, with a rate of 99.85–99.92% site/generation, substantial epigenetic differences may be accumulated over time across the cells of the same cell type or tissue, despite the fact that they all have the same DNA sequence. Several groups of factors contribute to epigenetic metastability. Changes in epigenetic patterns may depend on the internal and external environments of the individual, as well as various stages of development during the individual's life. In tissue cultures, however, neither genetic nor environmental factors can be blamed for epigenetic changes. Hence, it can be explained only as stochastic events in the maintenance of epigenetic profiles.

2. Some epigenetic signals can be transmitted from one generation to another, along with the DNA sequence. Until recently, it has been generally accepted that during the maturation of the germline cells, the epigenetic patterns are erased and new epigenetic patterns are established. However, it is now becoming apparent that some epigenetic patterns “survive” gametogenesis and can be transmitted from one generation to another, sequentially passing on the epigenetically determined traits from the parents to the offspring. Therefore, DNA sequence is not the only molecular substrate of heritable traits (Figure 11.1).

3. Epigenetic signals are critical for the regulation of various genomic functions, and epigenetic misregulation may be detrimental to an individual in the same way mutant genes are. Both epigenetic studies of individual genes and manipulations of the key players in epigenetic machinery demonstrate the role of epigenetic regulation in a functionally normal cell. One of the most thoroughly investigated genes, β-globin, from both the DNA sequence and epigenetic perspectives, revealed that complex interactions of DNA methylation and histone modifications regulate the activity of this gene across various developmental stages of the organism. Numerous other examples demonstrate the critical role of epigenetic factors in the regulation of gene activity.

Knocking out the gene encoding for DNA methyltransferase 1 (Dnmt1) led to developmental arrest at an early stage of embryogenesis. The conditional disruption of Dnmt3a in germ cells, with their preservation in somatic cells, resulted in the termination of female offspring in utero, while Dnmt3a conditional mutant males showed impaired spermatogenesis and lack of methylation at two of the three paternally imprinted loci examined in spermatogonia. In addition to the regulation of gene activity, epigenetic factors also play an important role in numerous other genomic functions, including genetic recombination and DNA mutability.
A number of traditional theories have tried to explain the various aspects of schizophrenia and bipolar disease. However, such theories focus on isolated features of a disease, rather than attempting to identify common molecular mechanisms that would be consistent with the wide variety of epidemiological, clinical, and molecular findings. This section will provide a brief overview of the main traditional theories of psychiatric disorders.

### 11.3 TRADITIONAL THEORIES OF MENTAL HEALTH DISORDER AND EPIGENETICS

Psychiatric disorders are complex non-Mendelian diseases that show relatively high degrees of heritability. For example, heritability in schizophrenia is estimated to be \( \sim 70\% \), although neither the mode of inheritance nor the number of involved genes and their interactions are clear. Traditional genetic theory assumes that DNA sequence variation accounts for the differential susceptibility to schizophrenia or bipolar disease. A number of genes, which may increase the risk of getting schizophrenia and bipolar disorder, have been identified, including: the genes encoding for dystrobrevin binding protein 1 (\textit{DTNBPI}),\textsuperscript{36} neuregulin 1 (\textit{NRG1}),\textsuperscript{37} d-amino-acid oxidase (\textit{DAO}) and DAO activator (\textit{DAOA}),\textsuperscript{38} regulator of G-protein signaling 4 (\textit{RGS4}),\textsuperscript{39} catechol-O-methyltransferase (\textit{COMT}),\textsuperscript{40} and the gene “disrupted in schizophrenia 1” (\textit{DISC 1}),\textsuperscript{41} to list a few.\textsuperscript{42} Very large samples and linkage disequilibrium-based
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mapping are required to identify single-nucleotide polymorphisms (SNPs), which exhibit sufficient statistical evidence for association with the disease phenotype. Identification of SNP variants associated with the disease, however, raise numerous questions and difficulties that have been observed in molecular genetic studies of other complex diseases. In an overwhelming majority of cases, evidence for association to a disease derives from haplotypes that are built on SNPs of unknown functional significance. Identification of a causative mutation (as in simple genetic diseases) or a functional polymorphism is often difficult. Furthermore, replication studies often reveal a different risk allele or haplotype, which complicates the interpretation of such findings in terms of disease etiopathogenesis.

11.3.2 NEURODEVELOPMENTAL THEORY

The neurodevelopmental theory of schizophrenia states that predisposition to schizophrenia is caused by early brain insults, which prevent normal brain development and eventually result in the dysfunction of the mature brain. The foundation for this theory was formed in the early twentieth century by clinical psychiatrists who speculated that schizophrenia is caused by cerebral maldevelopment. In the present day, researchers have found a wide range of neurodevelopmental defects attributed to individuals affected with schizophrenia, including physical abnormalities, neuropsychological deficits, and anatomical abnormalities in the brain. Although the results of the various studies were not always consistent, there is converging evidence that at least some of the individuals who suffer from schizophrenia have subtle developmental abnormalities that most likely occurred during the early stages of development. Differences in neuronal cell migration and clustering, synaptic formation, cytoarchitectural organization, neuronal density in various regions of the brain, and brain asymmetry have been detected. Morphological differences associated with schizophrenia have also been documented at the macroscopic level, including changes in the size of lateral brain ventricles, subcortical structures, and cortical volume. Prospective and retrospective studies have shown that individuals affected with schizophrenia exhibit higher incidences of delayed attainment of developmental milestones and various other subtle behavioral and intellectual abnormalities, long before they are affected by the disease. Individuals with schizophrenia are also reported to have a higher incidence of minor physical anomalies, including low-set ears, furrowed tongue, high-arched palate, curved fingers, and greater distance between the eyes. Since both the skin and the brain originate from the ectoderm, it is possible that physical anomalies observed in schizophrenics are caused by damage to the ectoderm during early stages of development, which is indirect support for abnormal neurodevelopment.

11.3.3 NEUROCHEMICAL THEORY

In the past 30 years, researchers have accumulated a substantial amount of information regarding the dysregulation of various neurotransmitter systems in the brains of individuals affected with schizophrenia and bipolar disease. This has provided the basis for the neurochemical theory of major psychosis. In support of the theory, it was identified that various psychiatric medications target the dopaminergic,
serotonergic, or norepinephric systems. For example, antipsychotic drugs that are used to treat schizophrenia exhibit high affinity for dopamine receptors, and the antipsychotic potency of these drugs correlate with their affinity for the dopamine D2 receptors. Furthermore, the density of dopamine D2 receptors is elevated in the postmortem brains of schizophrenia patients. These pharmacological findings stimulated molecular genetic studies of the genes for dopamine receptors in schizophrenic patients, particularly the dopamine D2 receptor gene, DRD2. While there is no doubt that psychosis is accompanied by neurochemical changes in the brain, it remains unclear why and how the changes come about.

11.3.4 Traditional Theories of Major Psychosis from the Epigenetic Perspective

Since some epigenetic signals can be transmitted from one generation to another along with DNA sequence, DNA sequence is not the only molecular substrate of heritable traits. The partial meiotic epigenetic metastability may shed a new light not only on heritability, but also on the issue of familiality and sporadically in major psychosis. The traditional DNA sequence-based theory assumes that the difference between familial and sporadic cases of psychiatric disorder is caused by the difference in genes that are involved; however, the clinical phenotypes in sporadic and familial cases of schizophrenia are indistinguishable. From the epigenetic point of view, it is possible that meiotically stable epimutations of schizophrenia or bipolar disease might present themselves as quasi-Mendelian in familial cases of the disease, while epimutations that are unstable and are partially or completely fixed during gametogenesis may be the cause for sporadic cases. In other words, it can be hypothesized that disease epimutations may develop in two possible ways. The overwhelming majority of them regress toward the norm in the germline of an affected individual, and his/her offspring will not be affected, while the minority of epimutations may persist across generations. The reason behind why some epimutations are more stable during the meiosis than others remains unclear.

Since epigenetic factors are directly involved in tissue differentiation, development, and overall regulation of gene activities, inherited and acquired epigenetic problems may also be the primary causes of the myriad of neurodevelopmental changes detected in schizophrenia and bipolar disease. As mentioned before, epigenetic modifications are closely linked with the neurodevelopmental processes. DNA methylation patterns in mammals are subjected to major changes during gametogenesis, tissue differentiation, and in early and later stages of development. The crucial role of DNA methylation in development is demonstrated by the presence of developmental defects, resulting from the disruption of normal genomic imprinting and changes in the pattern of gene expression induced by the demethylating agent, 5-azacytidine. Therefore, it is entirely conceivable that epigenetic factors may lead to neurodevelopmental defects.

Since epigenetic modifications of DNA and chromatin contribute to the regulation of gene expression in differentiated tissues and organs, putative epigenetic misregulation may also be a candidate mechanism for the explanation of the neurochemical changes in the brains of psychiatric patients. It is equally possible that the
changes in densities of dopamine D2 and numerous other receptors in schizophrenic patients are due to epigenetic misregulation of their respective genes or the structural changes in their DNA sequences.

In summary, epigenetics may shed new light on the experimental findings and complement the traditional theories of major psychiatric disease. The value of the epigenetic model of psychiatric disease lies in the possibility of integrating a variety of epidemiological, clinical, and molecular data, which seem to be unrelated, into a new theoretical framework. In addition, epigenetics may provide a new interpretation of various non-Mendelian features of major psychosis, most of which have not been explored from either the theoretical or the experimental points of view.

11.4 THE NON-MENDELIAN FEATURES OF PSYCHIATRIC DISEASE AND THEIR EPIGENETIC INTERPRETATION

Identical, or monozygotic (MZ), twins share identical DNA sequences. Phenotypic differences (i.e., MZ twin discordance) have been one of the key features of complex diseases. For example, MZ concordance (phenotypic similarity) for bipolar disorder and schizophrenia were 62–79% and 41–65%, respectively. The differential susceptibility to disease in MZ co-twins was identified decades ago, but the causes of such differences remain unknown. Several attempts have been made to try and identify DNA sequence differences in MZ twins who are discordant for psychiatric disorders. However, differences in systemic DNA sequences in MZ twins are yet to be identified. The traditional explanation for MZ twin discordance in disease state is based on so-called non-shared environmental effects. Identification of specific environmental factors that would predispose an individual to a disease, however, is very difficult. Thus far, not a single environmental risk factor for major psychosis has been identified. The epigenetic model of complex disease provides a novel molecular interpretation of the environment-induced phenotypic differences in MZ twins to their epigenetic differences. Differential exposure to a wide variety of environmental factors may reflect on the differences in epigenetic patterns of MZ twins. The list of environmental factors affecting the epigenetic status of the genome and individual genes is growing larger every year. Studies have shown that the intake of folic acid affects both the global methylation level in the genome and the regulation of imprinted genes. Animal studies have shown that an increased intake of maternal dietary methyl supplements during pregnancy, which increase DNA methylation, can lead to changes in methylation-dependent epigenetic phenotypes in their offspring. Recreational drugs may also alter epigenetic regulation: methamphetamine, which can cause psychosis in humans, alters the DNA methylation profile and the expression of genes that are thought to be involved in schizophrenia. Of greater interest, it was recently discovered that exposure to certain behaviors (or the lack thereof) alone could alter the epigenetic pattern. Specifically, the lack of pup licking, grooming, and arched-back nursing (i.e., nurturing behaviors) by mother rats, which are thought to increase levels of stress in the offspring, induced histone modifications and changes in DNA methylation at a glucocorticoid receptor gene promoter in the hippocampus of the offspring. However, changes in epigenetic patterns are not entirely due to differential environmental exposures. A significant
portion of epigenetic changes may occur even in the absence of evident environmental differences. As mentioned before, a substantial degree of epigenetic variation can be accumulated over the lifespan of an individual, even in genetically identical individuals, simply due to the epigenetic metastability in somatic cells. This is well illustrated in the epigenetic studies of inbred animals.12

**Parent-of-origin effect**, which is differential risk to the offspring depending on which of the two parents was affected with the disease, is commonly observed in major psychiatric disorders. For example, the risk of developing bipolar disorder is higher in individuals with mothers, rather than fathers, who are affected by the disease.89 This effect is also observed in other studies of major psychosis.90-94 An epigenetic phenomenon, called genomic imprinting, is one of the most common mechanisms behind the parent-of-origin effect.95 The principle of genomic imprinting is based on differential epigenetic modification of genes, which depend on their parental origin.96,97 As a rule, disruption of normal imprinting patterns affects growth, development, and behavior, which results in severe health problems.98,99 Animal studies using chimeric mice have shown the detrimental impact of disrupted imprinting patterns on the development of the brain. Mice expressing normal and uniparental cells showed that cells that display complete paternal disomy (i.e., androgenetic [Ag] cells) or complete maternal disomy (i.e., parthenogenetic [Pg] cells) have differential effects on specific regions of the brain.100 They found that Ag cells proliferated extensively in the medio-basal forebrain and were essential for the proper development of the preoptic area, the hypothalamus, and the septum, which are regions in the brain that are important for primary motivated behavior. Pg cells, however, proliferated in areas where Ag cells did not. These areas included the neocortex, striatum, and telencephalic structures.101 These results offer some insight into the importance of epigenetic processes and genomic imprinting in brain development. Altered epigenetic processes are known to cause aberrations in brain development. For example, individuals with Angelman syndrome have abnormal cortical growth, resulting in cortical atrophy, microencephaly, and ventricular dilation. The inadequate brain development results in behavioral dysfunction involving seizures, attention deficit, hyperactivity, and aggressive behavior.102,103

Another feature of major psychosis, which cannot be explained using a simple Mendelian model, is the sex effect, or sexual dimorphism. The sex effect refers to differential susceptibility to a disease that is dependent on the gender of the individual, and nearly all complex diseases exhibit some degree of sexual dimorphism.56,104 It is interesting to note that such effects cannot be explained by genetic risk factors on the sex chromosomes. Some genetic association studies have found that numerous autosomal genes exhibit sex effects. For example, in schizophrenia studies of DISCI, a common haplotype (HEP3) was found to be significantly undertransmitted to affected individuals.105 This haplotype also displayed sex differences in transmission distortion; the undertransmission being significant only in affected females (p = .00024) (undertransmission in affected males p = .38), suggesting that this haplotype may confer a protective effect against the disease in women.105 A Scottish study of patients with schizophrenia and bipolar disease found that an extended HEP3 haplotype was overrepresented in males affected with bipolar disease (in the male group p = .008, while in the females p = .25).106 Another frequently analyzed gene
in psychiatric research, **COMT**, revealed an association to schizophrenia only in women (p = 9.1 × 10⁻⁶) while men showed no evidence for such an association (p = .10). While sex hormones have been the usual “culprit” in the explanation of gender effects in complex diseases (based on the myriad of data associating hormonal differences with disease states and their critical involvement in human biology), no underlying mechanisms have been proposed to explain how such hormones predispose or protect individuals from a disease relating to the specific molecular mechanisms of hormone action. The gender-specific effects in genetic linkage and association studies suggest that chromosomes and individual genes can be targets of sex hormones. While such hormones cannot change DNA sequence, they can be potent modifiers of epigenetic status, which controls gene expression and various other genomic activities. One of the mechanisms by which sex hormones can lead to epigenetic misregulation is by altering the epigenetic signatures of chromosomal regions that modulate the access of transcription factors to the target sequence. The epigenetic modifications mediated through the sex hormones and their corresponding receptors will likely vary by gene and tissue between the sexes. This mechanism may contribute to the clinical differences of schizophrenia in males and females. In conclusion, it can be hypothesized that differential susceptibility to complex psychiatric diseases in males and females is mediated by sex hormone-induced changes in the epigenetic regulation of genes.

### 11.5 THE EPIGENETIC MODEL OF MAJOR PSYCHOSIS

The epigenetic model of major psychosis could be thought as the result of a chain of deviant epigenetic events, beginning with a pre-epimutation, an epigenetic change that takes place during gametogenesis or embryogenesis. Pre-epimutation increases the risk for major psychosis, but it is not sufficient to cause the disease. The phenotypic outcome is dependent on the overall effect of a series of pre- and postnatal factors on the pre-epimutation. The multidirectional effects of tissue differentiation, stochastic factors, hormones, and external environmental factors (nutrition, infections, medications, addictions, etc.) further amplify the epigenetic misregulation, but this could be tolerated to some extent (Figure 11.2). It may take decades for the epigenetic misregulation to reach a critical mass, beyond which the cell (or the tissue) is no longer functionally normal. Only a fraction of the predisposed individuals may reach the threshold of epigenetic misregulation that causes the phenotypic changes, which meet the criteria for major psychosis. The severity of epigenetic misregulation may fluctuate over time, which could lead to remission and relapse (Figure 11.3). In some cases, “aging” epimutations may start slowly regressing back to the normal state. This is seen as partial recovery, which is consistent with age-dependent epigenetic changes in the genome.

### 11.6 EXPERIMENTAL CONSIDERATIONS: NEW COMPLEXITIES

Despite the significant theoretical value of the epigenetic model of major psychosis, experimental epigenetic and epigenomic studies are not straightforward. Here are
some of the confounding factors that should be taken into account when designing experiments and interpreting data.

1. Since epigenetic patterns, unlike DNA sequences, are cell type specific, tissues from the primary site of disease manifestation are required for an epigenetic analysis. Therefore, when studying psychiatric diseases, the ideal sample for epigenetic analysis is brain tissue. It is also important to note that there is increasing evidence that many epimutations are not limited to the affected tissue or cell type, but can also be detected in other tissues.110,111

2. It should also be noted that a complex organ, such as the brain, is a concoction of many different types of cells (astrocytes, glial cells, pyramidal cells, etc.). To make matters more complicated, specific regions of the brain have cells that are specific to that region only (i.e., not all neurons express the same receptors). Once again, different types of cells have unique epigenetic patterns that are specific to each cell type. For example, in an ideal situation, one could isolate dopaminergic neurons from the ventral tegmental

---

**FIGURE 11.2** Epigenetic model of major psychosis. An inherited epigenetic status in disease genes may vary from severe epimutation to a perfectly normal epigenetic profile. The multidirectional effects of tissue differentiation, stochastic factors, hormones, and external environmental factors, such as nutrition, infections, medications, addictions, etc. (indicated by arrows), can further either increase or decrease the degree of epigenetic misregulation. The more severe the inherited epigenetic defect, the higher the chance that such an individual will develop psychosis. Vice versa, the chance of contracting the disease is slim for individuals with normal inherited epigenotype. Exceptions in both cases are also possible.
area or striatum using laser capture microdissection to study the epigenetic regulation of dopamine D2 receptor gene in schizophrenia.

3. Since histone modifications are not stable in postmortem samples, studies in human postmortem tissues have to be carefully designed and numerous control experiments performed. Since DNA methylation is more stable in the postmortem tissues, DNA methylation studies are more feasible.

4. The cause-and-effect relationship between the epigenetic changes and disease may not be evident because disease phenotypes might be caused by epigenetic changes or the phenotype itself might cause epigenetic changes. Associations between epigenetic changes in the affected tissue and disease phenotype do not reveal anything about which component of this dyad is primary and which one is secondary. Prospective studies, analyses of unaffected tissues of the affected individuals including the germline, and animal models may help to establish the nature of the relationship between epimutations and disease.

5. Although twin and inbred animal studies have clearly shown that epigenetic patterns are at least partially autonomous from DNA sequence, interactions of DNA sequence and epigenetic profiles are possible in some cases. There is an increasing list of observations showing that, in some cases, DNA sequences may partially determine epigenetic peculiarities (e.g., Beckwith–Wiedemann syndrome\textsuperscript{112} and the gene encoding CDH13\textsuperscript{113}).

6. Identification of the targets—genes and genomic loci—as candidates for epigenetic and epigenomic studies in psychiatric disease is not trivial. The traditionally investigated genes may be a reflection of our (limited)
understanding of the etiological basis of major psychosis, and the choice of candidates from this list may not be the optimal strategy in identification of etiological epimutations. Unless the evidence to investigate some specific genes and their regulatory regions is compelling, an unbiased, large-scale, microarray-based search for epigenetic changes across entire chromosomes or genome is indicated.

### 11.7 FINAL NOTES

The epigenetic model of major psychiatric disorders can explain peculiar characteristics of complex non-Mendelian diseases, which traditional theories of psychosis cannot. The true value of this model lies in its ability to integrate a variety of theories, which seem unrelated at first, into a new theoretical framework, thereby providing the basis for new experimental approaches. However, the theoretical notions about a role for epigenetic processes in the development of psychiatric disorders do not prove such a link. There is a need to move from theory into molecular research in order to test the role of epigenetics in complex psychiatric diseases. Although it is premature to conclude that epigenetics will lead to revolutionary discoveries in non-Mendelian biology, it has the potential to transform understanding about the molecular etiology of complex diseases. The goal of this chapter is not to discredit DNA sequence variation-based analysis, but rather, to suggest that in complex diseases such as psychiatric disorders, the contribution of epigenetic factors may be substantial, and that DNA sequence variations of genes should be investigated in parallel with the epigenetic regulation of genes.
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12.1 INTRODUCTION

Sensible progress has been made in recent years to understand the epigenetic bases of cardiovascular disease (CVD) and atherosclerosis, the underlying cause of CVD. Yet, the field is still in its infancy in comparison with cancer studies. The description of the epigenome of cell types involved in CVD is a potentially crucial advance because of at least two fundamental characteristics of the disease. First, environmental and nutritional factors constitute an important portion of the complex etiology of CVD. Second, the incidence of risk factors for atherosclerosis such as obesity and
diabetes is increasing worldwide. The underlying cause of the latter phenomenon is unlikely to be genetic; rather, it must reflect nongenetic mechanisms of gene expression regulation by environmental and nutritional factors. In principle, epigenetics provides unique conceptual and experimental instruments to understand how these CVD risk factors act at the molecular level to change gene expression patterns. Moreover, epigenetic mechanisms of gene regulation imply a degree of flexibility and reversibility, thus justifying hopes for “epigenomic therapies” to be developed in the future. This chapter reviews evidence supporting the case for a strong epigenetic component in the etiology of atherosclerosis and CVD.

12.2 Atherosclerosis: An Overview

Atherosclerosis and its complications are a major cause of death and disability in westernized countries. The disease is initiated by infiltration of plasma lipoproteins, some of which are oxidized, into the vascular wall of large arterial vessels, followed by macrophage recruitment and chronic inflammation [1]. Lipoproteins are complex particles containing lipids—triglycerides, cholesterol, phospholipids—and polypeptides (apolipoproteins) (Figure 12.1). Apolipoprotein and lipid content varies qualitatively and quantitatively in different lipoprotein types, with very-low-density lipoproteins (VLDL) being relatively lipid rich, particularly in triglycerides. According to a simplified but useful view of the biological activity of lipoproteins, VLDL and low-density lipoproteins (LDL, the product of VLDL delipidation by lipases) tend to promote atherogenesis, while high-density lipoproteins (HDL) are protective, mainly due to their role as sinks for peripheral tissue cholesterol (reverse cholesterol transport activity) (Figure 12.1). The initial lipoprotein infiltration and macrophage recruitment lead to the formation of a “fatty streak,” an early vascular lesion consisting of lipoproteins and lipid-loaded macrophages known as foam cells. Subsequently, a fibrocellular, elevated plaque gradually develops through further recruitment of macrophages and lymphocytes, migration and proliferation of smooth muscle cells (SMC), and synthesis of the abundant extracellular matrix by SMC. The fibrocellular plaque is generally asymptomatic and stable over many years until its structure weakens, causing rupture, thrombosis, and the clinical complications that result in CVD—stroke, coronary heart disease, and peripheral vascular disease. It is believed that the macrophage is a pivotal cell type in events leading to plaque weakening, instability, and rupture [2].

Atherosclerosis is the consequence of diverse and partly overlapping genetic, environmental, nutritional, and lifestyle-related risk factors, some of which are diseases per se—familial hyperlipidemias, age, male gender, smoke, obesity, hypertension, diabetes, and others. Crucially, at least some risk factors for CVD are present only transiently during an individual's lifetime and act as if imposing a “hit” during a specific time window. These hits increase the risk of developing CVD many years later or even transgenerationally. One possible if not the most adequate molecular explanation for these phenomena is that CVD has a strong epigenetic basis (i.e., lifelong stable and inheritable perturbations of the epigenome are among the pivotal underlying causes of CVD). In this chapter we will review experimental evidence suggesting that aberrations in DNA methylation patterns accompany the natural
history of CVD and may be critical in initiating the cascade of pathophysiological processes leading to CVD.

12.3 DNA METHYLATION AND THE NATURAL HISTORY OF ATHEROSCLEROSIS

12.3.1 DNA HYPMETHYLATION GENOME WIDE AND AT SPECIFIC GENES

To our knowledge, the idea of an epigenetic basis for atherosclerosis was first proposed by Newman, who argued that folate, vitamin B6, and B12 deficiency causes atherosclerosis by inducing DNA hypomethylation [3]. The hypothesis is based on the sound argument that folate and vitamin B are crucial regulators of the cellular levels of S-adenosylmethionine (SAM), a universal donor of methyl groups in DNA methylation reactions (see Section 12.3.3.1). The idea is apparently backed by spectacular data obtained in animal models, showing that folate supplementation can control DNA methylation and gene expression even transgenerationally [4].

FIGURE 12.1 Schematic view of dynamic processes in lipoprotein metabolism. VLDL particles are produced by the liver as relatively large apolipoprotein B (apoB)-containing and trygliceride-rich particles. Mature VLDL are formed by exchange of apoC-II and apoE with HDL. Lipase activity in the capillary circulation removes triglycerides, which are incorporated in storage or used as cellular fuel. As a consequence of this removal, VLDL is converted into particles of increasing density and decreasing size (intermediate-density lipoprotein, or IDL, and LDL). Excess LDL and other apoB-rich particles are normally removed by endocytosis in peripheral tissue or the liver. During athrogenesis, VLDL and LDL infiltrate the vascular wall and unchain inflammatory processes. Nascent HDL produced by the liver or intestine is converted to mature HDL by incorporating cholesterol (Ch) removed from peripheral cells such as macrophages. Cholesterol is transferred from HDL to apoB-containing particles in exchange for triglycerides and phospholipids (Tg and Pl). A portion of HDL and apoB-containing particles is absorbed by the liver. Circled numbers indicate apolipoproteins (e.g., B indicates apoB).
Nonetheless, subsequent clinical studies addressing the potential anti-inflammatory and anti-atherogenic effects of folate and vitamin B supplementation yielded controversial results, indicating that the causal relationship between vitamin deficiency, atherogenesis, and aberrant DNA methylation is not as straightforward as previously thought [reviewed in Refs. 5-7]. At any rate, the basic idea of Newman’s seminal paper that DNA hypomethylation is associated with the natural history of atherosclerosis has been confirmed experimentally by a number of studies. Global DNA hypomethylation has been observed in advanced atherosclerotic lesions in humans and animal models including rabbits and atherosclerosis-prone, hyperlipidemic apolipoprotein E (APOE)-deficient mice [8,9]. A relatively moderate DNA hypomethylation coexisting with DNA hypermethylation was subsequently demonstrated in aortas of young APOE-deficient mice before the appearance of histologically detectable lesions [10] (Figure 12.2).

At gene level, a CpG island in the extracellular superoxide dismutase (ec-sod) sequence was the first reported example of hypomethylation in a rabbit model of atherosclerosis [8]. EC-SOD protects vascular tissues against the harmful effects of superoxide (O$_2^-$) and is abundantly produced by lesion SMC and macrophages in accordance with the hypomethylated status of the corresponding gene (Figure 12.2).
12.3.2 DNA Hypermethylation Genome Wide and at Specific Genes

We reported that at the whole-genome level similar amounts of de novo methylation and demethylation coexist in pre-atherosclerotic mouse aortas [10]. In the same study, we showed that a lipoprotein mix enriched in atherogenic lipoproteins (i.e., with a relatively high LDL- and VLDL-to-HDL ratio) caused de novo DNA methylation in human cultured macrophages, compared with a lipoprotein mix containing the same absolute amount of total lipoprotein but at relative proportions observed in normolipidemic conditions (i.e., a relatively low LDL- and VLDL-to-HDL ratio). In a subsequent preliminary study, we showed that the DNA hypermethylation response is induced mainly by VLDL, whereas the atheroprotective HDL is inactive or induces a marginal DNA hypomethylation. These observations indicate that qualitatively different lipoprotein profiles have specific epigenetic effects and that triglyceride-rich particles play a major role in these responses.

Studies at gene level focused on oestrogen receptors (ESR) α and β (ESR1 and ESR2 genes, respectively). The interest in ESR stems from the atheroprotective properties of estrogens and from the observation that methylation at the ESR genes increases with aging [11]. Two studies by the same group demonstrated hypermethylation of both ESR1 and ESR2 genes in human atherosclerotic lesions [12,13]. Hypermethylation of ESR2 was detected in both cultured vascular SMC and endothelial cells, whereas ESR1 hypermethylation was apparently restricted to the former cell type. The authors put forward the hypothesis that focal hypermethylation at ESR genes contributes to determining the site of atherosclerotic lesion susceptibility. Perhaps contrary to known differential susceptibility to atherosclerosis among venous and arterial venous tissue, ESR2 was more methylated in the former than the latter tissue [13]. Importantly though, the authors point out that differences in ESR2 methylation between internal mammary artery and saphenous vein reflect well the differential effectiveness of the two tissues in coronary artery bypass grafting (Figure 12.2).

Another study addressed the methylation pattern of the monocarboxylate transporter 3 (MCT3) gene in human atherosclerotic lesions and cultured vascular SMC [14]. MCT3 prevents intracellular acidification of SMC during anaerobic metabolism, by mediating the efflux of lactate. The authors observed a decrease in MCT3 expression and concomitant hypermethylation of a CpG island located in exon 2 of the gene in atherosclerotic lesions relative to control aortas and in cultured SMC. Noticeably, the degree of DNA hypermethylation was positively correlated with the severity of atherosclerosis. Backed by siRNA-induced knockdown data, the authors conclude that downregulation of MCT3 induces SMC hyperproliferation in vascular lesions. The functional significance of the observed hypermethylation of MCT3 exon 2 is not clear and awaits further supporting experimental data. Nonetheless, the data are in accordance with studies suggesting a significant role for differential methylation at intragenic sequences in gene expression [15,16] (Figure 12.2).

12.3.3 Mechanisms of Aberrant DNA Methylation Patterns

Currently, efforts are devoted to understanding how pathological levels of homocysteine (Hcy) may impose aberrant DNA methylation patterns in atherosclerosis. In
addition to this more traditional view, recent evidence suggests that lipid and lipo-proteins may have previously unappreciated chromatin-modifying functions.

12.3.3.1 The Folate and Homocysteine Connection

The biosynthesis and bioavailability of the universal methyl group donor SAM are controlled by cellular levels of Hcy and the vitamins folate, B6, and B12, acting as cofactors for crucial enzymes participating in SAM production. Accordingly, deficiency of any of the three mentioned vitamins results in reduced SAM levels [17]. Moreover, excess Hcy causes the accumulation of its own precursor S-adenosylhomocysteine (SAH), an inhibitor of SAM binding to methyltransferases [17]. Therefore, both vitamin deficiency and hyperhomocysteinemia have the potential for causing DNA hypomethylation. The involvement of this biochemical pathway in atherosclerosis has been studied intensely. Hyperhomocysteinemia has been long recognized as an independent risk factor for atherosclerosis. It has been hypothesized that the main consequence of hyperhomocysteinemia is DNA hypomethylation via blockage of SAM bioavailability by the SAH-mediated mechanisms described above. The observation that hyperhomocysteinemia is generally associated with reduced SAM levels and DNA hypomethylation is consistent with this view [18,19]. Furthermore, mice deficient in methylenetetrahydrofolate reductase, a crucial folate-dependent enzyme in the pathway generating SAM, show DNA hypomethylation and vascular lipid deposits arguably resembling fatty streaks [20]. Nonetheless, various documented effects of Hcy on cellular homeostasis and proliferation raise the question whether hyperhomocysteinemia causes cellular responses that are independent of SAH accumulation and DNA methylation [discussed in Refs. 21 and 22]. Hcy may act indirectly on DNA methylation simply by promoting cell hyperproliferation and defective maintenance of DNA methylation patterns in advanced atherosclerotic lesions [23]. Since proliferating SMC represent a significant portion of elevated fibrocellular lesions, it is not surprising that the measurement of total lesion DNA methylation status yields hypomethylation. Furthermore, elevated Hcy is not an absolute prerequisite for DNA hypomethylation, as the latter is a consistent feature of advanced atherosclerotic lesions in hypohomocysteinemic APOE-null mice. Reported Hcy levels in this mouse model are in the region of 4.6 µM, compared with the 5.8–8.7 µM normal human value range [18,24]. Nonetheless, it cannot be excluded that significant differences in sensitivity to Hcy exist between humans and mice. Whether DNA hypomethylation is a feature restricted to the reported 28% of total atherosclerotic patients that are hyperhomocysteinemic is a relevant question that to our knowledge has not been addressed yet [25]. DNA hypomethylation is not a feature of all cancer types, and atherosclerosis may show a similar degree of variability [26].

Taken together, the available data fail to convincingly support the attractive model that an impairment of the SAM-producing biochemical cycle—via either hyperhomocysteinemia or vitamin deficiency—is a straightforward cause of DNA hypomethylation in atherosclerosis.
The idea that atherogenic lipids may have direct effects on the epigenome is supported by our observation that hyperlipidemic lipoprotein profiles (i.e., with a relatively high VLDL + LDL-to-HDL ratio) produce a rapid, significant increase in DNA methylation (25%) and histone deacetylation in cultured human macrophages THP-1 cell line compared to normolipidemic lipid profiles, with VLDL being the most active component [10]. The fact that VLDL is a triglyceride-rich lipoprotein and therefore a potential source of fatty acids (FA) offers some clues on mechanisms mediating its epigenetic effects (Figure 12.3). Several FA are ligands of peroxisome proliferator-activated receptors (PPARs), a family of nuclear receptors that regulate many genes involved in lipid metabolism and inflammation [reviewed in Refs. 27 and 28]. PPARs act as transcription factors and have also been shown to mediate

**FIGURE 12.3** Possible alternative or concomitant mechanisms mediating aberrant DNA methylation by triglyceride-rich VLDL particles.

### 12.3.3.2 Control of Chromatin Structure by Lipids

The idea that atherogenic lipids may have direct effects on the epigenome is supported by our observation that hyperlipidemic lipoprotein profiles (i.e., with a relatively high VLDL + LDL-to-HDL ratio) produce a rapid, significant increase in DNA methylation (25%) and histone deacetylation in cultured human macrophages THP-1 cell line compared to normolipidemic lipid profiles, with VLDL being the most active component [10]. The fact that VLDL is a triglyceride-rich lipoprotein and therefore a potential source of fatty acids (FA) offers some clues on mechanisms mediating its epigenetic effects (Figure 12.3). Several FA are ligands of peroxisome proliferator-activated receptors (PPARs), a family of nuclear receptors that regulate many genes involved in lipid metabolism and inflammation [reviewed in Refs. 27 and 28]. PPARs act as transcription factors and have also been shown to mediate
transcriptional repression of pro-inflammatory genes (reviewed in Ref. 29). Another interesting example of nuclear function of FA involves HAMLET (human alpha-lactalbumin made lethal to tumor cells). HAMLET is a folding variant of $\alpha$-lactalbumin in complex with oleic acid, one of the most abundant FA in triglyceride pools. HAMLET is a potent inducer of apoptosis in tumor cells and binds to histones, particularly to histone H3 [30]. Further research is needed to clarify whether $\alpha$-lactalbumin represents an isolated case of a lipid carrier acting at the chromatin level.

Alternatively, FA may indirectly affect chromatin conformation via changes in cellular metabolic homeostasis. One example is the metabolic regulation of the NAD+-dependent histone deacetylase Sir [31]. Since caloric restriction increases the NAD+/NADH ratio, elevated intracellular concentrations of FA would potentially result in decreased histone deacetylase activity.

In addition to FA-mediated effects, VLDL stimulation may result in the production of chromatin-interacting apolipoprotein fragments or non-FA lipids such as cholesterol. Evidence pointing to the possibility that such mechanisms exist has been previously reviewed [32].

12.3.3.3 DNA Demethylation in Nonreplicative Cells?

One possible difficulty that extends to many of the concepts expressed in this chapter is the blurred line between transcriptional events and bona fide epigenetic phenomena, as Whitelaw and Whitelaw correctly pointed out [33]. The authors remark that the emphasis on mitotic heritability in the current definition of epigenetics assigns undefined ground to phenomena such as transient transcriptional activity leaving an epigenetic mark—for example, a permissive chromatin architecture—in nonreplicating cells. The induction of permissive histone modifications by transcriptional activity can be explained by current knowledge—see the example of FA nuclear receptors inducing histone acetylation, discussed above [28]. On the other hand, DNA demethylation in quiescent cells is difficult to explain in the absence of firm evidence of any active DNA demethylase activity. The problem is relevant to atherosclerosis, since arguably epigenetic changes must be imposed to virtually nonreplicating vascular cells by early atherogenic stimuli [34]. Indeed, we detected DNA hypomethylation during early hyperlipidemia in mice in apparently normal aortas, as judged by cell replication markers [10]. The molecular phenomena underlying these responses are currently hard to pinpoint. We anticipate that advances in this particular issue will greatly clarify mechanisms of epigenetic changes in atherosclerosis and in other relevant phenomena such as epigenetic programming in the brain.

12.4 DNA METHYLATION AND STROKE

The involvement of DNA methylation in stroke, a major complication of atherosclerosis, has been investigated in a mouse model of cerebral ischemia. In an initial study, DNA hypermethylation was observed in mild focal ischemia, and mice with reduced DNA methyltransferase (DNMT) activity were resistant to mild ischemic damage [35]. None of these features was observed in a severe ischemia model. The same group later refined their findings by examining the effects of conditional genetic
inactivation of DNMT type 1 (DNMT1) in postnatal brain. As suggested by their previous study, reduced DNMT1 levels were protective from ischemic injury, yet complete absence of DNMT1 was not [36]. These studies are important because they identify de novo DNA methylation as a critical initial step in mild ischemic injury of the brain and demonstrate that a basal pre-injury DNA methylation at unknown loci is essential for protection. Further investigations, particularly epigenome description, will further understanding of the complex contribution of epigenetic changes to stroke.

12.5 EPGENETICS AND RISK FACTORS FOR CVD

The hypothesis that the genome interacts with environmental factors in early life to program adult development was proposed in pioneer work by Dörner in the 1970s [37]. The fundamental framework of this idea has been applied to aspects of the epidemiology of CVD and other metabolic diseases—obesity, diabetes, metabolic syndrome [38,39]—and lends support to the idea of a strong epigenetic component of these diseases. For example, transiently acting risk factors for CVD show delayed effects on the manifestation of clinical symptoms of the disease, often decades after the apparent initial hit. This “remote control” of CVD risk may operate within one individual’s lifetime or even transgenerationally. Many of the relevant studies describe complex phenomena in which maternal effects, adult nutrition, and lifestyle are not clearly distinguishable. That is to say that high adult CVD risk may be the result of continued, lifelong exposure to hyperlipidemia or other metabolic disorders that would cumulate to similar factors present in early life. In these cases, disease predisposition is probably the sum of different concomitant, lifelong acting biochemical, genetic, and epigenetic components. For example, it is clear that both childhood and adult obesity, but not the former alone, are determinant for high CVD risk [40]. On the other hand, there are examples of genuinely transient exposures to risk factors in early life that result in adult CVD, likely by imposing stable epigenetic hits with longlasting effects throughout an individual's lifetime or transgenerationally [reviewed in Ref. 41]. We propose that these are useful simplified models in which the epigenetic contribution to CVD may be addressed by molecular studies. In the following paragraphs we review selected examples and discuss them in the context of epigenetics.

12.5.1 NUTRITIONAL FACTORS AND CVD RISK

An increasing amount of evidence implicates early nutrition as an important determinant of CVD risk in adulthood [reviewed in Refs. 42 and 43]. Given the possible links between lipids and epigenetic alterations discussed above, the role of dietary lipids is particularly important in this context.

12.5.1.1 Nutrition In Utero

In human females, low energy intake during pregnancy is associated with more aggressive early atherosclerosis in the offspring [44]. This important study proves the idea that maternal dietary factors in utero control predisposition to atherosclerosis
transgenerationally. Furthermore, children whose mothers were hypercholesterolemic during pregnancy have a higher atherosclerosis burden than children of normocholesterolemic women [45]. In this case, fetal exposure to high cholesterol is excluded due to the placental barrier. Nonetheless, lipid peroxidation products that can diffuse through the placenta increase in the fetus proportionally to maternal hypercholesterolemia. Interestingly, animal models show that lipid peroxidation products impose aberrant gene expression patterns in the vascular tissue that persist long after fetal exposure [41]. Gale and coauthors propose that exposure to maternal low energy intake in utero produces long-term dyslipidemia in the offspring [44]. The idea is backed by animal studies demonstrating hypercholesterolemia and endothelial dysfunction if maternal low energy intake is experimentally reproduced in rats [46–48].

Low birth weight (LBW) is another key player in CVD risk. LBW is inversely correlated with risk of adult CVD when concomitant with low weight in early childhood and subsequent fast weight gain. LBW is a surrogate measure of complex metabolic defects, yet small babies have vascular anomalies already at birth, suggesting that molecular defects predisposing to adult CVD are present from very early phases of this condition [49].

12.5.1.2 Nutrition in Infancy

A number of large population-based studies demonstrated a protective effect of breastfeeding for classical CVD risk factors such as blood pressure, insulin resistance, and obesity [reviewed in Ref. 50]. Given the reported effects of atherogenic lipoprotein profiles on DNA methylation patterns [10], it is interesting to speculate that differences in atherogenic lipoprotein levels between breastfed and formulafed infants produce distinct epigenetic patterns during an individual’s lifetime. For example, VLDL levels were shown to transiently peak and decrease to newborn values between 7 and 30 days in breastfed children, whereas infants receiving formula milk had prolonged, significantly higher VLDL and lower LDL levels [51]. Furthermore, a follow-up study of 216 children 13 to 16 years old who had been breastfed as infants showed a 14% reduction in the LDL:HDL ratio and significantly lower CRP (a marker of inflammation) compared to the formula-fed group [52]. These stable changes are probably independent of later variables, since among 405 participants in a 65-year follow-up study, breastfeeding was inversely associated with intima-media thickness and carotid and femoral plaque prevalence, even after controlling for socioeconomic and behavioral factors [53].

12.5.1.3 Transgenerational Effects of Nutrients

If the epigenetic basis of delayed effects of CVD risk factors during one individual’s lifetime can reasonably be questioned, that is certainly more difficult for transgenerational transmission of CVD risk, particularly when such a transmission occurs along the male line; that is, independently of potentially confusing in utero effects (e.g., transplacental, physical constraint-related, etc.). The phenomenon has been clearly described in a Swedish study addressing the transgenerational effects of food availability during prepubertal slow growth period (SGP) in an isolated rural community
in that country. The results showed a number of interesting effects along both the female and male lines. From an epigenetic point of view, the striking results were the ones relative to male line transmission. Food shortage in paternal SGP resulted in reduced CVD mortality. Moreover, abundance of food in paternal grandfather’s SGP was associated with a high risk of diabetes mortality [54]. SGP is associated with a dynamic epigenetic state in the germline due to chromatin reprogramming events in emerging pools of spermatocytes [reviewed in Ref. 55]. Therefore, it has been proposed that nutritional factors could alter these reprogramming events, thus imposing aberrant epigenetic patterns [56].

A recent unpublished study provides another example of paternal transgenerational transmission of high risk of cardiovascular death and suggests potential clues on mechanisms underlying these curious phenomena. The study analyzes the metabolic profile of a cohort of Mexican normal- and low-birth weight children and their families. The data indicate that elevated paternal LDL is strongly associated with low birth weight (G. Barbosa Sabanero, personal communication, 2007), thus linking a paternal metabolic abnormality to a childhood risk factor for adult CVD. This result is important because it reinforces the idea that transgenerational transmission of CVD risk is indeed real and relevant. Furthermore, it offers the simple hypothesis that an atherogenic lipoprotein causes epigenetic, inheritable “hits” in the male germline. Given that LDL and VLDL cause aberrant DNA methylation patterns in cultured human macrophages, it is conceivable that plasma LDL would produce similar effects in the gonadal tissue [10]. Experimental work is ongoing to verify this fascinating idea.

In the Swedish studies described above, the documented effects along the female line are likely due to a number of factors, ranging from in utero nutrient availability to “pure” epigenetic components. The latter included effects of food availability during the grandmother’s oocyte pool maturation phase, thus resembling the discussed possible effects in the male germline [54]. An interesting parallel to these observations is the positive association between mother’s leg length, but not trunk length, and offspring’s birth weight, suggesting a transgenerational effect of nutritional factors during the mother’s childhood [57]. Another case of transgenerational transmission of CVD risk along the female line is a Dutch study showing that adults exposed to famine during early gestation had a more atherogenic lipid profile than those whose mothers had not faced calorie restrictions [58].

At least one documented example of transgenerational transmission of epigenetic patterns in humans exists. It provides experimental bases to the largely descriptive phenomena described above. The study describes transgenerational paternal transmission of a functional neocentromere on chromosome 4. This has to be considered a case of meiotic transmission of a chromatin state, since no underlying genetic change could be demonstrated [59].

12.5.2 Early Non-Nutritional Factors and CVD Risk

12.5.2.1 Aortic Coarctation

Aortic coarctation is a narrowing of the aorta that can be successfully repaired by surgery. Occurring in children, this vascular structural anomaly is associated with
an increased risk of CVD. Importantly, successful surgical repair does not diminish CVD risk. Moreover, surgery survivors have local persistent functional defects in the endothelium and SMC proximal to the coarctation site and a thickening of the aortic intimal layer, a predictor of CVD [60,61]. Whether such functional defects are cause or consequence of coarctation, the data strongly suggest the occurrence of stable aberrant gene expression patterns that are associated with coarctation.

### 12.5.2.2 Tobacco Smoke

Smoke exposure is another example of a transient factor that imposes stable long-term alterations. Active and environmental (passive) smoking in the young are risk factors for atherosclerosis [62]. Carotid artery intimal thickness was shown to progress at the same rate in past and current smokers [63]. The same study showed that intimal thickening progression caused by exposure to environmental smoking was only partially reversible. Strikingly, transgerational effects of early paternal smoking on obesity in sons, but not in daughters, were observed [64]. As pointed out by Pembrey [56], it is difficult to explain these phenomena with mechanisms other than epigenetic.

A synopsis of selected risk factors performing a “remote control” of adult CVD risk is presented in Figure 12.4.

### 12.5.3 Alternatives to Epigenetic Mechanisms: Are There Any?

Many of the phenomena described in this chapter are examples of programming, a biological phenomenon that has been well documented in experimental models. The question is whether the underlying mechanisms are epigenetic; in other words, whether stable epigenetic hits are produced in early life by nutritional factors or other stimuli, which increase CVD risk in adult life due to concomitant additional hits or accumulation of epigenetic aberrations above a critical threshold. In the absence of hard data (i.e., description of the epigenome of involved tissues in proper clinical studies), one can only reason on how defendable are alternative mechanisms to
epigenetics. Hypotheses not involving the epigenome have to assume that somatic mutations play a major role, an idea that is difficult to reconcile with currently accepted somatic mutation rates [65]. Alternatively, it is possible that atherogenic factors impose purely “biochemical,” gene expression-independent modifications; that is, either stable modifications of long-lived cellular structures or stable biochemical loops. One if not the only example of the former is provided by studies addressing the involvement of collagen in diabetes. One prominent feature of diabetes is nonenzymatic reactions between glucose and proteins that result in the production of advanced glycation endproducts (AGE). Collagen glycation has been implicated in major complication of diabetes such as chronic inflammation and CVD. Since collagen has an extrapolated half-life of up to 117 years in humans, it has been proposed that glycation of extracellular matrix proteins may represent a “metabolic memory” that mediates long-term, irreversible effects of diabetes, extending beyond any eventual regression of conditions favoring the formation of AGE [66]. This is one remarkable example of an entirely biochemical, genome- or epigenome-independent mechanism to explain delayed effects for a CVD risk “hit.” It is not currently clear whether such mechanisms are of general significance in the pathophysiology of CVD or other diseases.

Other possible scenarios assume that atherogenic stimuli trigger abnormal, self-sustaining, stable endocrine or paracrine loops. For example, it has been suggested that a positive feedback loop involving angiotensin II and locally produced inflammatory mediators explains self-sustaining vascular inflammation during atherosclerosis [67]. Even if self-sustaining signaling loops imposed by a transient stimulus were proven to underlie a large number of pathophysiological phenomena, they would inevitably rely on changes in gene expression patterns induced one way or another by a new epigenetic state (i.e., an aberrant distribution of permissive and nonpermissive chromatin architecture).

In summary, in the absence of available alternative mechanisms, it is likely that epigenetics will prove to be a crucial conceptual and technical tool to understand the natural history of and predisposing factors to CVD.

12.6 FUTURE DIRECTIONS

The necessity to interpret the human epigenome has been clearly advocated, and efforts to complete the task are starting to produce results that are promising for understanding CVD, among other diseases [15,16,68]. A particularly challenging task unique to atherosclerosis will be to define the epigenome of every cell type participating in the vascular lesion—at least endothelial cells, SMC, macrophages, and immune cells—and at different stages of the disease. A further task will be to incorporate these technologies in large clinical studies addressing the level of adult CVD risk associated with a specific epigenome.

In parallel, technologies able to modify the epigenome in a controlled way, if implemented, are likely to revolutionize prevention and therapy of CVD. A related issue that must be resolved concerns epigenetic variability and the stability of epigenetic modifications. It is conceivable that epigenetic changes imposed by environmental and nutritional factors have an intrinsic degree of stability and reversibility.
that may change depending on the duration and intensity of the provoking stimulus. Long-term, stable effects of the discussed CVD risk factors may take place only if a certain threshold of epigenetic change is exceeded—for example, if cytosines in a regulatory sequence are de novo methylated above a certain density. Also, epigenetic variability is likely to explain interindividual differences in CVD outcome. We are testing these ideas in a mouse model recently created in our group, with chronic, progressive de novo methylation of CpG islands.

Epigenetics changed forever the way scientists look at tumorigenesis and cancer therapy. A similar cultural change may well take place in cardiovascular sciences in the near future, thus opening a new era in prevention and therapy of CVD.
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13.1 INTRODUCTION: DNA METHYLATION IN PLANTS

DNA methylation, one of the most characterized epigenetic modifications in eukaryotic organisms, plays a fundamental role in gene regulation during development (Finnegan et al., 2000; Meehan, 2003). In animals, specific DNA methylation patterns are essential for embryo development, with hypomethylation related to spontaneous abortions in mice (Li et al., 1992). DNA methylation in animals is also a determinant factor implicated in imprinting phenomena (Razin and Cegar, 1994), X chromosome inactivation (Surani, 2001), and silencing of exogenous agents, such as transposons, retrotransposons, or retroviruses (Yoder et al., 1997). In plants, it has been ascribed an important role in at least two different cellular processes. The first role of methylation refers to the control of the expression of single-copy genes, such as the FWA transcription factor, the BALL pathogen-resistance gene (BAL), and the phosphoribosylanthranilate isomerase (PAI) family of tryptophan biosynthesis genes (reviewed in Chan et al., 2005). Although it is often said that “methylation blocks gene expression,” this is an oversimplification. Methylation changes the interactions between proteins and DNA, which leads to alterations in chromatin structure and either a decrease or an increase in the transcription rate (Jones and Takai, 2001). Furthermore, methylation of cytosines is a mechanism that serves as
a host genome defense system. It has been proposed that methylation of cytosine residues is involved in suppressing transpositions (Miura et al., 2001, Okamoto and Hirochika, 2001), posttranscriptional gene silencing (PTGS) of transgene sequences (Mallory et al., 2001), and regulation of gene silencing that occurs in allotetraploids (Shaked et al., 2001, Madlung et al., 2002). Plant DNA methylation is also involved in imprinting phenomena, and there is also evidence that methylation is associated with silencing of imprinted alleles in some late-acting genes in the endosperm of various species (Vinkenoog et al., 2000). In plants, DNA methylation is also implicated in the correct transition between developmental phases, but, in contrast with animal behavior, demethylation does not result in lethal consequences. Three recent pioneering reports (Zhang et al., 2006; Vaughn et al., 2007; Zilberman et al., 2007) defining the DNA methylome of Arabidopsis thaliana have reinforced the significance of the two aforementioned tasks of DNA methylation as an epigenetic marker in this model.

It is interesting to note that plants have several peculiarities in their methylation machinery with respect to animals and, perhaps, the most significant is the presence of an additional methylation code. Methylation in animal genomic DNA occurs predominantly at the cytosine residues of sequences such as dinucleotide cytosine–guanine (CpG). In plants and filamentous fungi, DNA methylation is more common in the trinucleotide cytosine–any nucleotide–guanine (CpNpG), although it can also be detected in CpG sequences (Gruenbaum et al., 1981). Plants have three classes of DNA methyltransferases (DNMTs) that differ in protein structure and function and with different preference on cytosines in CpG and/or CpNpG contexts: (1) the MET1 family, which acts as the mammalian homolog of maintenance Dnmt1, (2) the chromomethylases (CMTs), which may preferentially methylate cytosines in CpNpG sequences, and (3) the remaining class, with similarity to Dnmt3 methyltransferases of mammals, putative de novo methyltransferases. Additional proteins, for example, DDM1 (Decrease of DNA Methylation 1), a member of the SNF2/SWI2 family of chromatin remodeling proteins, are also required for methylation of plant DNA.

From a biochemical point of view, differential behavior also could be found within the mammalian and plant DNMT proteins. For example, the amino-terminal domain of plant MET1 lacks the zinc-binding domain of mammalian Dnmt1 (Bestor, 1992). In contrast, plants possess an acidic region in the N-terminal domain composed of at least 50% of glutamic and aspartic acid. Although the role of this region is not yet well defined, the fact that it remains preserved in all MET1 enzymes suggests that it could adopt a biological significance specific for plants (Finnegan and Kovac, 2000). In addition, plants showed a deletion of approximately 40 to 41 amino acid residues within the target recognition domain with respect to mammals (Genger et al., 1999). These domains are much less conserved among plants, suggesting that there are differences of preference for the substrate or that this region does not confer substrate specificity (Finnegan and Kovac, 2000). In addition, more DNMTs have been identified in plants than animals (Jeltsch, 2002).

The abundance of DNMTs in plants, the presence of two different codes of methylation (CpG and CpNpG contexts), and the existence of the family of CMT enzymes, among other peculiarities, may be related to the fact that plants require specific interaction between developmental programs and signaling pathways from
external stimuli that must be coordinated at the level of chromatin organization. Plants are sessile organisms that require a fine and reversible adaptation of their genetic program to the microenvironment of each habitat. Because these adjustments must be reversible, the epigenetic mechanisms constitute an effective regulation system that could adapt gene expression to specific environmental situations.

Cell differentiation, development, and aging are all processes controlled through the temporal and spatial activation and silencing of specific genes. The question arises as to what turns the genes on and off. In this chapter, several aspects related to the involvement of DNA methylation in the aforementioned developmental processes are discussed.

13.2 IMPLICATION OF DNA METHYLATION IN DEVELOPMENTAL PROCESSES

13.2.1 AGING

Aging implies continuous changes in metabolite translocation and transcriptional activity associated with alteration of metabolic routes and repair activity of cells. In some eukaryotic organisms, especially woody species, aging and maturation induce reduction of cellular competence, limiting the possibility of domestication. Tools can help identify high-quality genotypes at the embryonal or juvenile stages, but even these are not very efficient, and cloning of adult trees, when they have expressed their potential, is difficult or impossible.

In animals, among other processes, aging involves epigenetics changes, like promoter hypermethylation of some CpG islands associated with gene silencing and whole DNA hypomethylation of CpGs dispersed throughout repetitive sequences as well as of transcriptionally relevant regions of some genes. DNA hypomethylation promotes genomic instability, amplification of oncogenes, and also silencing of the genes through an RNAi mechanism (Burzynski, 2005; Fraga et al., 2005). Despite the well-known differences between animals and plants, certain similarities such as oxidative stress damage and telomere shortening are present among organisms. However, the knowledge about epigenetic events concomitant with plants’ aging is in infancy, maybe because their mode of development is more complex. While the outcome of animal embryogenesis is a mini-edition of the adult animal, with all organs being at least initiated, plant embryogenesis results in a bipolar structure. All other organs of the mature plant are formed postembryonically. These distinctive developmental strategies of plants and animals concur with different tasks of their stem cells. Whereas the major task of an animal stem cell is to replenish highly specialized body cells with a limited lifespan, plant stem cells (apical cells of meristems) provide the material for the continued formation of new organs or in some cases organisms (Bäurle and Laux, 2003).

At whole-methylation level, along with age-specific levels, there are species-, tissue-, and organ-specific levels in both plants and animals. In the former, the age-dependent demethylation of whole DNA is evident, and some investigators are inclined even to consider degree of DNA methylation as a sort of biological clock that measures the age and forecasts lifespan. Distortions in DNA methylation may lead to premature aging (Wilson et al., 1987; Richardson, 2003; Vanyushin, 2005). Until the last decade,
little was known about whole-DNA methylation in plants’ aging and development and information was not conclusive (Burn et al., 1993; Diaz-Sala et al., 1995; Kaku-tani, 1997; Lambé et al., 1997; Finnegan et al., 1998). In general, animals have their major epigenetic switches during early developmental stages. Plant cells still have the potency to undergo major changes at later stages, including not only transition from vegetative to floral organs but also root formation from stem and leaves or shoot formation from differentiated organs like roots (Fransz and de Jong, 2002).

Since 1989, research efforts of the group EPIPHYSAGE (www.uniovi.es/epiphysage/) have been focused on: (a) woody plant morphogenesis manipulation (Corylus avellana, Olea europaea, Juglans regia, Pinus radiata, Eucalyptus globulus, Castanea sativa) and (b) the definition of the molecular bases of differentiation–redifferentiation processes. Results obtained allow validation of two molecular markers of aging, maturation, and phase change referred to endogenous polyamine contents and whole-DNA methylation level.

Fraga et al. (2002a,b) found differences in the extent of DNA methylation between meristematic areas of juvenile and mature Pinus radiata D. Don. trees, whereas differences between differentiated tissues were small. Another species of interest is Castanea sativa, both the juvenile and mature phases of which may occur on the same mature tree. The upper parts of a tree exhibiting determinate growth are chronologically younger and often exhibit mature characteristics, whereas the lower, physiologically older parts may retain juvenile attributes. In this system, ontogenic development involves an increase of whole-DNA methylation in shoot apex during active growth, but the differences are reset with dormancy (Hasbún et al., 2007).

The aging of plants is related to the changes in cell and organ interactions, rather than to the changes of the meristematic cells themselves. The capacity for self-maintenance is considered one of the common features of stem cells. Animal stem cells are preserved in most adult tissues, and stem cells in plants are preserved in the apex during long-term growth of the axial organs. However, preservation of stem cells in plants is determined by the organization of cell interactions in the meristem. There is not population of stem cells in plants, which would be preserved during the entire life. Stem cells could exist during one or more growth periods of a given axis (shoot or root). When the apex growth is suppressed, a new apex arises from the descendant’s cells. These were originated from the apical stem cells, maintained quiescent, and activated by suppression of apical dominance. The change of stem cells often takes place in the site of axis growth, when the outwardly monopodial growth is actually hidden sympodial. The change of axes is related to rejuvenation and reset of the cell division count. Each axis has a limited size due to complex organ interactions at large sizes. However, the change of axes can lead to infinite growth, just as in vegetatively propagating plants (Ivanov, 2003).

The easy appearance of a new axis and entire plant from the already differentiated plant cells that preserve their totipotency is a striking capacity of plants providing for abundant growth and easy vegetative propagation of many species. This may be due to specific features of the plant genome, hidden polyploidy, and hybridogenic origin of many species (Ivanov, 1978). In fact, basal sprouting is a universal attribute of temperate angiosperm trees but is much less common among gymnosperms.
Maturational changes are particularly persistent and difficult to reverse in conifers, as has been demonstrated in several species (Greenwood, 1995; Del Tredici, 2001).

Attempts to reverse maturation and restore the regenerative competence associated with the juvenile state have met with varying degrees of success. Although regenerative competence has been temporarily restored by a variety of cultural treatments, many maturational characteristics appear to change independently of one another. Also, a temporary increase in vigor (reinvigoration) may be a response to changed cultural conditions rather than true rejuvenation (Poethig, 1990; Greenwood, 1995). In meristematic areas of *P. radiata* and *C. sativa*, there is a gradual decrease in the extent of DNA methylation as the degree of reinvigoration increased (Fraga et al., 2002c; Hasbún et al., 2007).

The observed changes in extent of DNA methylation during aging and reinvigoration indicate that reinvigoration could be a consequence of epigenetic modifications opposite in direction to those that occur during aging. But it is not clear how increases in methylation of vegetative tissues are compatible with the fact that in reproductive tissues some specific genes needed for the reproductive transition become activated. However, in chestnut floral the differentiation period converges with a gentle and temporal decrease of genomic DNA methylation (Hasbún et al., 2007).

### 13.2.2 Flowering

Recent research has demonstrated that DNA methylation participates actively in regulating timing of flowering in *Arabidopsis* and other species.

The floral transition is regulated by a complex genetic network that monitors the developmental state of the plants as well as environmental conditions such as light and temperature. The photoperiod and vernalization (low temperature) pathways are the main floral inductive signals in *Arabidopsis*. A primary response to both signals is the transcriptional activation of floral-meristem-identity genes LEAFY (LFY), APETALA1 (AP1), and CAULIFLOWER (CAL) at the shoot apex.

Vernalization is found in many plant species endemic to regions at high altitudes or high latitudes. It is thought that growth through the cold of winter ensures that flowering and seed development occur in the most favorable weather conditions. FLOWERING LOCUS C (FLC) is a key component of the vernalization response pathway: the low-temperature treatment modulates expression of FLC, and removal of this floral repressor allows the plant to flower when it is developmentally competent to do so. It is important to note that diverse authors have observed a correlation between the methylation DNA status of the plant and FLC expression (Sheldon et al., 2000; Genger et al., 2003; Finnegan et al., 2005). FLC expression is decreased in plants that have low levels of DNA methylation, supporting the idea that a reduction in DNA methylation mediates vernalization. The finding that demethylation decreases FLC expression was unexpected, as reduced methylation generally enhances, rather than represses, gene expression. In this case, methylation could regulate FLC expression directly or indirectly by controlling the transcription of a regulator of FLC. Control of FLC by methylation could be direct because methylation of the FLC promoter may facilitate the binding of a transcription factor that requires methylation of its recognition site or may prevent the binding of a repressor.
of transcription. Methylation is removed by vernalization, blocking transcription. Alternatively, methylation could regulate FLC expression indirectly, by regulating the expression of a repressor of FLC. In unvernalized plants, transcription of the repressor is blocked by methylation; following vernalization, the methylation block is removed, allowing transcription of the repressor, which blocks FLC transcription (Finnegan et al., 2000).

Flowering is induced by more than one pathway. Recent data suggest that methylation is important in controlling the expression of the FWA gene, which acts independently of FLC. DNA methylation affects flowering time by regulating the expression of two repressors of flowering. Genome-wide demethylation of DNA downregulates FLC, promoting flowering, while at the same time demethylation activates transcription of FWA. Demethylation has opposing effects on flowering time. But the activation of FWA does not delay flowering in all ecotypes; C24 FWA protein seems to be nonfunctional even when its transcription is activated by demethylation (Genger et al., 2003).

An important step in investigations on the mechanism of vernalization was observation that in some plants treatment with 5-azacytidine (5-azaC) led to earlier flowering or to reduction in the cold requirement. 5-azaC is a demethylation agent that reduces the level of DNA methylation. Treatment of plant and animal cells with 5-azaC results in the demethylation of DNA directly by incorporation of the analog in place of cytosine during DNA replication and indirectly by inhibition of the action of the methyltransferase enzyme (Burn et al., 1993; Horváth et al., 2003).

Zluvova et al. (2001) studied global changes in DNA methylation using an indirect immunohistochemical approach, during shoot apical meristem development in Silene latifolia. The central zone of shoot apical meristem remains highly methylated during the whole period of vegetative growth, and in this region, only low cell division activity was found. However, upon the transition of the shoot apical meristem to the floral bud, the meristem decreased its high methylation status and its cells started to divide. Shoot apical meristems represent a permanent pluripotent cell line in which a balance of proliferation- and differentiation-promoting genes leads to both self-maintenance of meristematic cells and morphogenesis of plant body. Reproductive organs are formed by a transition of shoot meristem to floral buds. Often a hidden epigenetic change accompanies this transition. At a first moment happen a rapid demethylation process related to reprogramming in stem cell differentiation (Wolf et al., 2001); specific demethylation events in differentiated tissues could then to further changes in gene expression as needed, later remethylation takes places accompanied by proliferation and tissues differentiation. Work by Zapater et al. (2005) confirms these results, and they suggest the existence of a progressive DNA methylation along with plant development.

We have already shown that the FLC acts as the major floral repressor in Arabidopsis and the photoperiodic floral regulatory and vernalization signals antagonize this FLC-mediated floral repressive activity. But in Arabidopsis, an autonomous floral-promotion pathway promotes flowering independently of the photoperiod and vernalization pathways by repressing FLC. He et al. (2003) reported that FLOWERING LOCUS D (FLD), one of six genes in the autonomous pathway, encodes a plant homolog of a protein found in histone deacetylase complexes in mammals. Lesions
in FLD result in hyperacetylation of histones in FLC chromatin, upregulation of FLC expression, and extremely delayed flowering. Thus, the autonomous pathway regulates flowering in part by histone deacetylation, indicating that multiple means exist by which this pathway represses FLC expression. More links between DNA methylation and histone hypoacetylation are accumulating, but the example of FLC repression and flowering is clearest in plants.

A functional interrelationship between DNA methylation and chromatin components has emerged recently. Methyl-CpG-binding proteins and DNMTs have been detected in protein complexes together with chromatin-remodeling enzymes and histone deacetylase (HDAC) (Lusser, 2002). This indicates cooperation between different epigenetic processes, DNA methylation, and histone acetylation directed toward both gene silencing and cell differentiation.

Recent studies of FLC regulation show other important chromatin modifications that are used to activate FLC expression; thus trimethylation of histone 3 (H3) at lysine 4 (K4) is associated with the chromatin of active gene. When the *Arabidopsis* PAF1 protein complex associates with RNA polymerase II (Pol II), an H3-K4 methyltransferase is recruited to FLC chromatin by Pol-II-PAF1 complex, resulting in K4 trimethylation in the 5' portion of transcribed FLC chromatin; then FLC chromatin is remodeled to an active state, thus facilitating FLC transcription by Pol II. Vernalization converts active FLC chromatin into a heterochromatin-like state so that the PAF1 complex is not able to access the FLC locus (He and Amasino 2005).

### 13.2.3 Stress and Transposons

DNA methylation has an important role in genetic stability, since it controls transposon and other mobile elements jumping, being an effective mechanism for its long-term silencing. These elements are characterized for having CpNpG islands across its sequence and when they are unmethylated, they can move across the genome and in this way they may interrupt gene sequences and silence them, being a source of variability (Kubis et al., 2003).

It is known that transposon expression is due to biotic and abiotic stresses as well as to several physiological changes like pathogen attack, environmental cues, in vitro culture, germination, interspecies introgression, and tissue irradiation (Hirochika et al., 1996; Grandbastien, 1998; Kalendar et al., 2000; Maekawa et al., 2003; Liu et al., 2004; de Diego et al., 2006; Smykal et al., 2007). It has been demonstrated that in normal conditions transposons are methylated in maize (Rabinowicz et al., 2003), but a decrease of global methylation under tissue culture, due to triggers or stress conditions, is tightly related to expression of transposable elements controlled by the methylation degree of its sequence (Han et al., 2004; Liu et al., 2004). In plants, silent transposable elements, like MULEs (Mutator Like Element) or the CACTA family, are methylated and can be reactivated in methylation-defective mutants DDM1. DDM1 is also required for methylation of tandem repeats at the centromere and at the nucleolar organizer (Miura et al., 2001; Singer et al., 2001). The expression of the two best-characterized plant retrotransposons is thus induced by different biotic or abiotic factors that can elicit plant defense responses. It has been shown that *N. tabacum* Tnt1A expression is related to the early steps of defense gene
activation pathways (Grandbastien et al., 1997). It is known that under stress conditions demethylation occurs not only in transposable elements specifically, but also in genic sequences, inducing an alteration of gene expression by changing chromatin structure (Steward et al., 2002).

In addition to variations in methylation levels regulating expression of transposable elements, transposition of these elements has an influence on DNA methylation. When transposition takes place both in animals and plants, insertion of LTR elements may cause changes in the epigenetic state of the flanking sequences, modifying its expression (Whitelaw and Martin 2001; Kashkush et al., 2003). Moreover, in animals it has been shown that integration of foreign DNA not only causes methylation alterations in adjacent host sequences but also causes alterations in remote sequences from the insertion sites (Remus et al., 1999; Müller et al., 2001).

13.3 ENVIRONMENT-INDUCED EPIGENETIC VARIATIONS

Sensing environmental changes and initiating a gene expression response is important for plants. The response can be short term (e.g., synthesis of protectant molecules against stress) or long term (e.g., phenotypic plasticity, with alteration of developmental programs). Epigenetic systems must be part of a relay from sensing a change in the environment to a change in gene expression. Their ability to alter rapidly and reversibly, yet with the potential to keep a stable memory through many cell divisions, is key to the flexibility of plant responses to the environment (Grant-Downton and Dickinson, 2006).

Surprisingly, not much is known about epigenetics and plant responses to environmental changes, with one major exception: the regulation of flowering time in A. thaliana.

In Arabidopsis, one of the major environmental controls of flowering time is temperature: a period of low temperature accelerates flowering. This process, known as vernalization, is found in many plant species. In Arabidopsis, the flowering repressor FLC (FLOWERING LOCUS C) has been identified as a key component of the vernalization response pathway. The low-temperature treatment modulates expression of FLC and DNA methylation in such a way that demethylation of DNA decreases FLC expression (Sheldon et al., 2000; Genger et al., 2003; Finnegan et al., 2005).

Recent studies of flowering-time control show other epigenetic mechanisms, chromatin modification, that regulate the transition flowering. Genetic and molecular studies have revealed three systems of FLC regulation that influence the state of FLC chromatin: vernalization, FRI, and the autonomous pathway (He and Amasino, 2005).

Different kinds of environmental stress can influence epigenetic mechanisms. It is important to emphasize that the epigenetic modifications on DNA and chromatin constitute the link between the genotype and the phenotype. The plant genome’s response to environmental and genetic stress generates novel genetic and epigenetic methylation polymorphisms. DNA methylation can generate heritable phenotypic variation by influencing gene expression. DNA polymorphisms in cis or trans elements that trigger cytosine methylation can generate methylation polymorphisms. Alternatively, identical alleles may take on different methylation states.
Environmental and genetic perturbations induce genetic and epigenetic changes that trigger methylation (Lukens and Zhan, 2007).

In tree research, dormancy is most frequently referred to as absence of visible growth in any plant structure containing a meristem provoked by limitations in environmental factors. In seeds, the stage of dormancy is defined as the failure of a viable intact seed to complete germination under favorable conditions. Both situations are controlled by environmental conditions, and different authors associate these stages with different levels of DNA methylation and histone acetylation (Law and Suttle, 2004). During tuber meristem dormancy break transient demethylation of DNA precedes increases in cell division and the resumption of meristem growth. In addition, DNA demethylation is linked to histone multiacetylation during potato tuber dormancy emergence in such a way that DNA demethylation is followed by increased H3 and H4 histone acetylation and ultimately tuber meristem reactivation (Law and Suttle, 2004).

13.4 EPGENETIC MEMORY

Plants do not have dedicated germlines segregated and maintained from early developmental stages. Instead, germline cells are formed de novo late in the development by differentiation from somatic tissues. This fact allows the possibility of transmission of any stable epigenetic information acquired during development (Grant-Downton and Dickinson, 2005). Several epialleles that occur naturally with regard to flower symmetry (Cubas et al., 1999), pigmentation levels (Chandler et al., 2000), pathogen resistance (Stokes et al., 2002), and trait evolution across generations (Kakutani et al., 1999) have been described.

Seed plants are characterized by double fertilization, which requires two and three post-meiotic mitotic divisions to develop male and female gametophytes, respectively (for a complete description of sexual reproduction of higher plants, see Boavida et al., 2005). To ensure transgenerational inheritance of epigenetic marks in plants, the information must be maintained during gamete formation, fertilization, embryogenesis, and somatic growth and differentiation of the progeny (Takeda and Paszkowski, 2006).

Oakeley et al. (1997) reported the global reduction of DNA methylation during male gametogenesis development in Nicotiana after using immunocytological detection. DNA methylation seemed to reduce about 20%, compared with vegetative nucleolus, just before pollen germination. However, these results can be masked by the fact that generative nucleus is more compact than vegetative, which can interfere with antibody penetration. These classes of experiments have not been repeated and confirmed for other plant species. An updated study using antibodies against 5-mdC and histone marks would be extremely informative.

A study of the evolution of DNA methylation with generations in mutant DDM1 Arabidopsis plants demonstrated that ddm1 mutation leads to a hypomethylation of the plants (Vongs et al., 1993; Kakutani et al., 1999). F1 DDM1/ddm1 heterozygotes produced by backcrossing of ddm1 homozygotes to wild type showed a 5-mdC-level intermediate between parents. Testing backcrossed lines and progenies, researchers have demonstrated that the hypomethylated status originated in ddm1/ddm1...
individuals can be inherited in a stable way during gametogenesis and somatic mitosis even with the presence of DDM1 activity.

Recent studies (Mathieu et al., 2007) in different Arabidopsis met1-3 mutants showed that the maintenance loss of CG methylation triggers genome-wide activation of alternate epigenetic mechanisms. These mechanisms involve the inhibition of the expression of DNA demethylases, retargeting of histone H3K9 methylation, and small RNA-directed DNA methylation acting stochastically. New methylation patterns are progressively formed over generations in absence of CG methylation. Non-CG methylation, mediated by small RNA, is preferentially associated with methylated transposable elements but not with methylated genes, indicating that most genic methylation is not guided by small RNA (Vaughn et al., 2007). These patterns are necessary to rescue CG methylation, which orchestrates the distribution of non-CG and H3K9 methylation, because these processes are essential for stable transgenerational inheritance of epigenetic information.

Epigenetic memory mechanisms with regard to epialleles will influence evolution in wild plant populations through their effects on both phenotypic trait distribution and fitness (Kalisz and Purugganan, 2004) in two different ways: first, epiallelic phenotypes can be less extreme than mutations in genes that cause loss of function (Cronk, 2001); second, epiallele segregation could benefit the progeny of adapted individuals during periods of rapid change or even modulate phenotypic effects of genes that in other environments could be deleterious (Cronk, 2001; Riddle and Richards, 2002). Data to support this speculation about population-level effects of DNA methylation are currently lacking.

13.5 CONCLUSIONS

DNA methylation is implicated in the correct transition between developmental stages (i.e., flowering, dormancy, etc.). Plants have several peculiarities in their methylation machinery with respect to animals, having three different classes of DNA methyltransferases: the MET1 family, which acts as the mammalian homolog DNMT1; the chromomethylase family, which preferentially methylates CpNpG sequences; and de novo methyltransferases, which are a homolog to the mammalian DNMT3 family. Methylation is stable during development, albeit not static, as demonstrated in several experimental situations, being the basis of cellular plasticity. Cellular differentiation processes are associated with an initial demethylation stage, which permits later cellular reprogramming processes. Specific demethylation issues relate to flowering, stem cell differentiation, etc. The formation of germline cells late in development permits the transmission of stable epigenetic information acquired during. This process involves many different processes regarding DNA methylation, histone modifications, and siRNA.
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14.1 **SUMMARY**

In 1859, Darwin proposed *survival of the fittest* as a means for a species to adapt to a particular environment. In 1883, in an attempt to explain transmission of increased fitness to offspring, Darwin proposed a Lamarckian-type process whereby characteristics acquired during an organism’s lifetime are heritable. In 1896, Baldwin proposed that new phenotypes can be induced in a population by a stressful environment because developmental processes are highly plastic. In subsequent generations, in what is called the *Baldwin effect*, he proposed that new mutations can be selected that stabilize the new phenotype even in the absence of the stress that generated it. Since 1900, the notion of inheritance of acquired characteristics has been out of favor, but recent advances in epigenetics show that some environmentally induced alterations in the phenotype are in fact heritable. Novel epigenetic phenotypes can be induced both within an animal’s lifetime, as in cancer progression, and in the next generation, as by maternal diet. Since epigenetic alterations themselves are mutagenic, such as by deamination of methylcytosine to thymidine, epigenetic alterations can direct mutations in precisely the genes needed to stabilize the new phenotype. We call this process an *epigenetic Baldwin effect* because it provides a possible epigenetic mechanism for generating stabilizing mutations in cancer and evolution.

14.2 **HISTORICAL INTRODUCTION OF EPIGENETICS**

To modern biologists, the term *epigenetics* is broadly defined as “nongenetic inheritance.”¹ The person who originally coined the word was Conrad Waddington, but he meant it mainly to describe the development of an organism and the effects of the environment on its development.² In modern terms, epigenetic marks are generally considered to be DNA methylation at cytosines, particularly at CpG dinucleotides, but histone modifications such as methylation and acetylation are also important.¹ Approximately half of mammalian genes have so-called CpG islands in promoter regions that can be differentially methylated, although differential methylation of genes that do not have CpG islands might be more significant.³

Some animals, such as *Drosophila*, have apparently lost CpG methylation in their evolutionary lineage. In these organisms, histone modifications are presumably the most important epigenetic marks.⁴ Because epigenetic marks are acquired characteristics established in an organism’s lifetime, and because these marks are affected by the environment, the inheritance of epigenetic marks in the offspring resembles Lamarckian inheritance. To further understand the significance of the transmission of epigenetic marks on evolution, we give a brief historical introduction to the study of various forms of Lamarckian and Mendelian inheritance.

14.2.1 **JEAN-BAPTISTE LAMARCK**

In 1809, the year of Darwin’s birth, Lamarck (1744–1829) published an influential book titled *Zoological Philosophy*, in which he proposed two laws of inheritance, the latter of which is known as the “Inheritance of Acquired Characteristics.”⁵ According to Lamarck’s first law, which states a common and noncontroversial observation about use and disuse, “more frequent and sustained use of an organ strengthens that
organ … while the constant disuse of an organ impeccably weakens it.” In modern parlance, this can be summarized as, “use it or lose it.”

In Lamarck’s controversial second law, characteristics acquired during an organism’s lifetime are transmitted to its progeny. He said, “Everything that nature has caused individuals to acquire or lose by the influence of the circumstances, it preserves by heredity and passes on to the new individuals descended from it.” The ubiquitous example of inheritance of acquired characteristics, which was proposed most likely to ridicule Lamarck’s second law rather than Lamarck himself, is that giraffes evolved their long necks because successive generations stretched their necks to reach treetops. In other words, evolution is driven by need rather than by selection. While this is clearly not happening, experiments by Waddington and others in the 20th century showed that the inheritance of some traits is affected by the parent’s environment.

### 14.2.2 Charles Darwin

In 1859, Darwin (1809–1882) published *On the Origin of Species* and presented a model of evolution that is best summarized as the survival of the fittest. Darwin proposed that a population exhibits a random variation of phenotypes and that the fittest organisms survived and the least fit did not survive long enough to breed. Darwin did not have a modern genetic understanding of what might make an animal fit or unfit. Instead, he proposed that fitness is acquired during an animal’s lifetime and that the fittest animals are able to transmit their desirable traits to their offspring. For example, in his 1883 book, published posthumously, *Variation in Animals and Plants under Domestication*, Darwin stated, “the view which has been suggested that the drooping is due to disuse of the muscles of the ear, from the animal being seldom much alarmed.” In other words, Darwin suggested that a dog has floppy ears because of disuse in its ancestors (i.e., Lamarck’s second law).

While Lamarck did not propose a mechanism for the inheritance of acquired characteristics, Darwin presented a theory of inheritance that he called pangenesis. Pangenesis was an ad hoc model that was meant to answer the following: “How can the use or disuse of a particular limb or part of the brain affect a small aggregate of reproductive cells, seated in a distant part of the body, in such a manner that the being developed from these cells inherits the characteristics of one or both of the parents?” Darwin proposed in his pangenesis model the existence of small “elemental particles” that circulate in the blood and affect the germ cells.

Darwin’s pangenesis model was later discredited by such investigators as August Weismann, who showed in 1895 that the germline and the soma have different lineages. Weismann argued that, because of this separate lineage, the egg and the sperm cannot receive any information from the environment. Weismann dismissed Darwin’s pangenesis model and said of his predictions, “They are to a certain extent a mere paraphrase of the facts … based on speculative assumptions.” However, recent experiments in epigenetics, described below, suggest that the environment might in fact be able to transmit such elemental particles to the germline and that these particles involve methylation of the DNA.
14.2.3 GREGOR MENDEL

In 1865, Mendel (1822–1884) published his pea genetic experiments in his classic paper, *Experiments in Plant Hybridisation*. However, Mendel’s laws of genetic inheritance were not well known until 1900, when they were rediscovered. Mendel’s first law says that two members of a gene pair segregate from each other into the gametes. His second law, which describes the interactions between two or more genes, says that gene pairs assort independently in gamete formation. Chromosomes were later discovered and linked genes were identified, but otherwise Mendel’s laws are still sound and they revolutionized biology and evolutionary theories. They were thought by most scientists to be the final nail in Lamarck’s coffin, but this proved to be premature.

14.2.4 THE MODERN SYNTHESIS

In 1940 evolutionary biologists developed a modern Darwinian theory, called the Modern Synthesis. This theory combines Darwinian theories of evolution with Mendelian models of inheritance. The Modern Synthesis dismissed other models, such as those that include the inheritance of acquired characteristics. The main contribution of the Modern Synthesis was to apply sophisticated statistical analyses and models for the inheritance of complex traits in populations of organisms. However, in many aspects, the Modern Synthesis was too restrictive. For example, it eliminated any role for the environment in generating phenotypic variation. In current models of evolution, the importance of environmentally acquired characteristics is coming back in vogue.

14.2.5 JAMES BALDWIN

Baldwin (1861–1934) was an experimental physiologist who proposed a role for the environment in evolutionary selection. He proposed, for instance, that an organism has a broad range of adaptive mechanisms that allow it to survive in many different environments. Initially, when an organism is placed in a stressful environment, it is able to adapt just enough using preexisting processes to reproduce minimally. In subsequent generations, heritable changes (i.e., new mutations) arise in a few members of the population that strengthen the somatic adaptation. In Baldwin’s model of evolution, these new mutations further relieve the stress and allow the organism to reproduce more optimally. The heritable changes replace the environmentally induced phenotypic changes such that the new phenotype is present even in the absence of the stress that induced the phenotype. Such predictions of developmental plasticity to the environment followed by mutation to stabilize the phenotype are called the Baldwin effect. In most current usage, the Baldwin effect refers to learned behaviors that later become instincts by subsequent mutations, but Baldwin meant it to include the inheritance of any phenotype.
14.2.6 Ivan Schmalhausen

In 1943, Ivan Schmalhausen (1884–1963) elaborated on Baldwin’s proposals in his book *Factors of Evolution*. He proposed that a “norm of reaction” exists in an organism for a particular environment, and that different norms exist in different environments. The norms in his model have two characteristics—some happen to be adaptive to environmental stresses, but the majority of responses are random and nonadaptive. He calls these nonadaptive responses “morphoses” and cites the example of *Drosophila* eyes getting larger under heat shock conditions. According to this theory, the existence of the morphoses provides a pool of random phenotypic variation that can be used later to adapt to different environmental stresses.

An important concept elaborated by Schmalhausen was the idea that the processes needed to initially adapt to a new environment are present as existing genetic variation in the population. He proposed that only “small” regulatory changes derived from genetic variation in the population are needed to stabilize the change in phenotype. He called the process of selecting the small regulatory changes “stabilizing selection.”

14.2.7 Conrad Waddington

Waddington (1905–1975), utilizing the theories of Baldwin and Schmalhausen, performed experiments in *Drosophila* that verified many aspects of their theories. As mentioned above, he coined the term *epigenetics* to describe developmental processes and the adaptation of an organism to an environment. He also coined the term *genetic assimilation* to describe stabilizing selection, and this term is still in modern usage. Examples of genetic assimilation experiments performed by Waddington were selection for high salt tolerance by exposing flies to higher and higher doses of salt and selecting for survivors. Waddington also confirmed the existence of morphoses, which are random and nonadaptive phenotypic variations induced by stress. He showed that an extra pair of wings can be induced by exposing flies to ether during embryogenesis; extra wings do not protect flies against ether. Similarly, he blocked the development of crossveins in wings by heat shocking larvae. Crossveins are small trachea that connect two large veins in a fly wing, and their absence has nothing to do with protection against heat shock. In all of these genetic assimilation experiments, he repeated the treatments and selections for 20–25 generations.

Because of their Lamarckian-sounding conclusions, Waddington’s experiments were controversial and were mostly dismissed during his lifetime. However, Waddington is now referred to as the “father of epigenetics” (despite his slightly different meaning for the word). As illustrated below, his experimental approach and theories are currently thought to be visionary.

14.2.8 John Cairns and Facilitated Genetic Variation

In the 1950s, Cairns (1922–), working with *Escherichia coli*, asked whether mutations occur more frequently in genes that are needed to allow survival in a particular environment. To the surprise of his contemporaries, he found that reversion mutations occur more frequently in mutant genes when the bacteria are grown in media
that require the wild-type gene product to efficiently grow in that media. Such "directed mutations" resemble Lamarckian-type evolutionary process because the bacteria apparently evolve in response to need, much like the giraffe has a long neck in response to need. However, with further analyses, it was found that the overall mutation rate increased in response to stress and, consequently, the majority opinion was that Cairns misinterpreted his findings. Nevertheless, a small group of scientists including John Roth felt that the increase in the overall mutagenesis rate was insufficient to explain Cairns' observations. Roth and colleagues proposed that the genome undergoes random amplifications and contractions of large regions continuously. If the mutated gene has partial activity, its amplification has survival advantage (Figure 14.1). According to this model, there is an increase in the mutation frequency of the mutated gene compared with the mutation frequency of the rest of the genome, not because mutations are directed to mutated gene, but rather because it is amplified as much as 50- to 100-fold. When a reversion mutation restores full activity to the mutated gene, then there is no longer selective pressure for the "amplicon" and the unstable repeats contract to a single restored gene.

Roth's model, although some aspects are still being tested, nicely provides a modern molecular explanation for what appears to be Lamarckian-type facilitated mutation. Recently, Sebat and colleagues have shown that the human genome also undergoes a high frequency of whole-gene amplification and contraction (although not as dramatic) and that this type of "spontaneous mutation" can explain diseases such as autism. Other examples of spontaneous and induced expansions and contractions are described in a later section.

**FIGURE 14.1** Amplification model for facilitated mutation. A gene with a mutation that allows it to have partial function (---+) is shown on the top (x in box). If the gene is required for growth, then duplication of the mutant gene will increase the growth rate in the selectable media (---++). Further amplification to 50–100 copies allows nearly wild-type growth (----+), but such amplifications are unstable (arrows). Under starvation conditions, the mutation frequency increases. Since the mutated gene is amplified, it has a 50–100 higher rate of mutation than the nonamplified genes in the genome. Occasionally, a wild-type revertant mutation restores normal function to the gene (+ in box). Finally, no longer under selective pressure, the amplified mutant genes contract and a single wild-type gene is present (bottom).
14.2.9 **Hsp90 Is a Capacitor for Morphological Evolution**

In the 1990s, Susan Lindquist extended Waddington's experiments by showing that Hsp90 is a protein “capacitor” for morphological evolution and phenotypic variation in both *Drosophila* and *Arabidopsis*. Electricity capacitors store electric charge in circuits that can be released later. A protein capacitor, such as Hsp90, stores phenotypic variation that can be released later in times of stress. Lindquist and colleagues showed that genetic or environmental inactivation of Hsp90, such as by head shock, generates a number of aberrant phenotypes in flies and plants.

Lindquist and colleagues performed genetic assimilation experiments on the novel phenotypes and, like Waddington, showed that after several generations of selection, the phenotypes remain even when the activity of Hsp90 is restored. In the experiments described below, we provided evidence that Hsp90 might also have an epigenetic role in morphological evolution and phenotypic evolution.

14.3 **Epigenetic Inheritance in *Drosophila***

The development of any multicellular organism from one undifferentiated cell to hundreds or thousands of cell types is an epigenetic phenomenon. For example, in *Drosophila*, it has been established that cell-type-specific transcription factors establish identity, but it is chromatin-remodeling proteins that maintain the long-term effects of the transcription factors. However, it has only recently been shown that epigenetic marks can be heritable (i.e., transmitted through meiosis).

14.3.1 **Epigenetic Transmission of PRE Occupancy through Meiosis**

In 1999, Cavalli and Paro showed that the Polycomb response element (PRE), which epigenetically maintains the expression or repression of a gene during development, can also be transmitted through meiosis. They placed a PRE upstream of a transgene containing GAL4 binding sites driving the expression of lacZ and a linked mini-w* gene. When they induced the expression of lacZ and mini-w* by heat shocking flies also containing an hsp70-Gal4 transgene, the flies turned blue (in the presence of the lacZ substrate XGAL) and the eyes turned red (because w* is also expressed).

Surprisingly, when they segregated lacZ away from hsp70-GAL4, the lacZ and mini-w* genes were still expressed in a majority of the offspring, even in the absence of the trans-acting factor GAL4. This result suggested that the activation complex at the PRE was transmitted through meiosis. They confirmed that PRE occupancy is epigenetically maintained by analyzing Polycomb binding to the PRE in salivary gland cells, and thereby solidified the conclusion that epigenetic phenotypes can be transmitted through meiosis in *Drosophila*.

Evidently, despite Weismann's remonstration to Darwin, PRE occupancy induced in the soma must also be occurring in germline cells. In retrospect, this is not that surprising because the modern understanding of germline cells is that they are the ultimate pleuripotent stem cell, and stem cells have been shown in numerous studies to be epigenetically plastic.
14.3.2 Epigenetic Assimilation Experiments in Drosophila

Recently, in experiments to elaborate on Lindquist’s Hsp90 experiments, we have found that maternal reduction of Hsp90 activity causes severe eye defects in Drosophila with the genotype Kr\textsuperscript{If-1} (Krueppel\textsuperscript{Incomplete facets-1}) (Figure 14.2). We called the eye deformities ELBOs (ectopic large-bristle outgrowths) because of the numerous large bristles growing out of one or both eyes (they also sometimes look like proximal appendages—i.e., “elbows”).\textsuperscript{26,27} Even in the absence of genetic variation or further Hsp90 inactivation, we found that we could select for ELBOs and that the frequency of the ELBO phenotype increases in subsequent generations (Figure 14.3). We call this “epigenetic assimilation” to contrast it with Waddington’s term, “genetic assimilation.”\textsuperscript{26,27}

In our epigenetic assimilation experiments, we proposed that Hsp90 inactivation “epigenetically destabilizes” random genes in the germline. In subsequent generations, heritable epigenetic modifications in specific genes are selected, thereby enhancing the phenotype. What is important in the epigenetic assimilation experiments is that the ELBO phenotype was selected in the absence of genetic variation, yet the frequency of the phenotype increased in each subsequent generation until it reached a plateau, when approximately 60% of the offspring had ELBOs (Figure 14.3).\textsuperscript{24} Our epigenetic assimilation experiments suggest that both genetic and epigenetic mechanisms are available to provide a reservoir for a population to survive a stressful environment.

14.3.3 Genetic versus Epigenetic Capacitor Models

As discussed above, Rutherford and Lindquist borrowed the electronic term capacitor to describe the function of Hsp90 in regulating morphological evolution.\textsuperscript{22}
Here, we attempt to describe two capacitor models with electronic symbolism (Figure 14.4). In both models, $P_0$ is the ground-state phenotype, which is uniform across a population because of “canalization” or stabilization of the phenotype. However, in stressful environments, Hsp90 is functionally inactivated, and if the stress occurs early during development, many new phenotypes are observed ($P_0$ to $P_n$). Selection of progeny in subsequent generations showed an increase in the percentage of offspring with the ELBO phenotype until the F6 generation, when ~60% had the epigenetic phenotype. All of the flies in this experiment were isogenetic (i.e., iso-Kr^{if-1}) to eliminate the possibility that genetic variation was being selected.24

**Figure 14.3** Epigenetic selection of the ELBO phenotype in the absence of genetic variation. The ELBO phenotype was induced by feeding the P1 generation the Hsp90 inhibitor geldanamycin at a dose that generates ~1% ELBOs in the F1. Selection of progeny in subsequent generations showed an increase in the percentage of offspring with the ELBO phenotype until the F6 generation, when ~60% had the epigenetic phenotype. All of the flies in this experiment were isogenetic (i.e., iso-Kr^{if-1}) to eliminate the possibility that genetic variation was being selected.

**Figure 14.4** Genetic versus epigenetic capacitor models for morphological evolution. (a) Hsp90 as a genetic capacitor for morphological evolution. The function of Hsp90 is symbolized as a capacitor (short parallel lines). $P_0$ is the ground-state phenotype. If the stress occurs early during development, many new phenotypes are observed ($P_0$ to $P_n$). (b) Hsp90 as an epigenetic capacitor for morphological evolution. Note that new phenotypes ($P_0$ to $P_n$) remain even when the stress is removed.
early during development many new phenotypes are observed ($P_0$ to $P_n$). In other words, the capacitor function of Hsp90 is reduced and previously cryptic phenotypic variation is revealed.

The cryptic phenotypic variation, according to the first model, is caused by variation in regulatory genes at the DNA sequence level. Signaling proteins, for instance, with subthreshold dysfunctional amino acid alterations are maintained in a functional state by the Hsp90 chaperone activity. When the Hsp90 chaperone activity is reduced by stress, then the signaling protein is pushed over the threshold and, consequently, has reduced or altered activity. When the stress in the environment is removed, then the activity of Hsp90 is restored and the proteins with altered functions are refolded into their original, nonstressed function. Selection of cryptic genetic variation in turn stabilizes the new phenotype so that it is present even in the absence of stress (Figure 14.4a).

In the second model, we propose that Hsp90 functions as an epigenetic capacitor for morphological evolution. As in the first model, Hsp90 activity is reduced in stressful environments. However, in the second model, the cryptic phenotypic variation is revealed by de novo epigenetic variation instead of by inactivating signaling molecules with normally subthreshold missense mutations. Since epigenetically induced phenotypic variation can be selected transgenerationally (Figure 14.3), the consequence is that each of the new phenotypes ($P_0$ to $P_n$) remains even when the stress is removed (Figure 14.4). This epigenetic model greatly speeds up the rate of morphological evolution. It also eliminates the need for multigenerational stress, which is required in the genetic model for morphological evolution.

As discussed further below, we believe that both models are correct but that they act at different stages of evolutionary adaptation. We propose that epigenetic alterations can induce new phenotypes in the epigenetic assimilation experiments. Later, an epigenetic Baldwin effect occurs because the selected epigenetic changes direct new mutations in the epigenetically modified genes, some of which can stabilize the new phenotype. Concurrently, over many generations, selection of existing genetic variation can also stabilize the new phenotype.

### 14.4 TRANSGENERATIONAL EPIGENETICS IN MAMMALS

While some insects contain the maintenance CpG DNA methyltransferase Dnmt1, *Drosophila* has evidently lost this gene in its lineage and therefore probably does not have CpG DNA methylation.4,31 Therefore, transgenerational epigenetic phenomena in flies likely involve chromatin-modifying enzymes, such as histone deacetylases or histone methyltransferases. However, transgenerational epigenetic phenomena have also been observed in mammals and, to our knowledge, CpG methylation has been invoked in all cases.

#### 14.4.1 NUTRITION AND DNA METHYLATION OF RETROTRANSPOSON MUTATIONS

The laboratories of Jirtle, Waterland, and Whitelaw have shown that mice with the Agouti-variegated yellow ($A^v$) and Axin-fused ($A^f$) mutations show transgenerational epigenetic effects.32−37 Both of these spontaneous mutations were caused by the insertion of retrotransposons in transcriptional regulatory regions. In the $A^v$ mice, when the
retrotransposon is methylated, the mice have a wild-type brown coat color. However, when the retrotransposon is unmethylated, the Agouti gene is ectopically expressed in all of the tissues from the now-active long-terminal repeat (LTR) promoters and enhancers. Consequently, the mice are yellow, obese, and prone to tumors. Waterland and colleagues have shown that a maternal diet rich in methyl donors (such as folic acid) causes the progeny to have more wild-type coat colors because they have a more heavily methylated retrotransposon in the A\textsuperscript{vy} locus. However, whether maternal diet has a global methylation effect on the genome is not yet known.

Whitelaw and colleagues have extended this further by showing that, even under normal dietary conditions, brown A\textsuperscript{vy} mice had more brown A\textsuperscript{vy} progeny, presumably because the methylated retrotransposon at the A\textsuperscript{vy} locus was stably inherited through meiosis. Similar findings have been made with the Ax\textsuperscript{fu} mutation, which causes a variable kinky-tail phenotype in mice. Mothers with diets high in methyl donors had straighter tails, and mothers with methyl-donor-poor diets had kinkier tails.

These transgenerational experiments with A\textsuperscript{vy} and Ax\textsuperscript{fu} are the closest mammalian example of our epigenetic assimilation experiments in Drosophila. It will be interesting to determine whether such heritable epigenetic states are present on “normal” genes that do not have retrotransposon insertions. Methylation of CpG islands in the promoter regions of human genes are likely substrates for epigenetic regulation.

14.4.2 Endocrine Disruptors and Transgenerational Epigenetic Effects

Skinner and colleagues showed that endocrine disruptors can have transgenerational epigenetic effects. Exposure of a pregnant rat to the endocrine disruptors vinclozolin (an antiandrogenic compound) or methoxychlor (an estrogenic compound) decreased sperm cell number and viability and, consequently, increased the incidence of male infertility in the F\textsubscript{1} generation. Remarkably, these effects were transferred through the male germline to nearly all males of the F\textsubscript{4} generation. In all generations studied, an increase in DNA hypomethylation is observed. Similar observations have been made with mothers who took the estrogenic compound diethylstilbestrol (DES). The transgenerational epigenetic ability of an endocrine disruptor to cause a disease in multiple generations has numerous implications in evolution. Transgenerational effects also need to be considered in the governmental regulation of these compounds. Endocrine disruptor contamination is ubiquitous in our environment and also contributes to cancer and obesity. Epigenetic consequences of environmental contamination, dietary components, and physical considerations such as obesity need to be understood better to ensure the health of children.

14.5 Epigenetics, Environment, and Cancer

It is now widely accepted that cancer is in part an epigenetic disease, although epigenetic alterations are still viewed largely as a surrogate of genetic alterations. Studies of DNA methylation in tumor tissues have revealed at least as many epigenetic as genetic alterations for a given gene, but this is likely to be just the tip of the iceberg. We propose an epigenetic progenitor model in which cancer involves epigenetic disruption of progenitor cells, an initiating mutation, and genetic and epigenetic plasticity.
14.5.1 Transgenerational Epigenetics and Cancer

In the above quote from Feinberg et al., the authors argue that an epigenetically altered gene, perhaps inherited from a parent, might induce a clone of cells that are sensitized for subsequent mutations to induce cancer. Consistent with this idea, Hitchens and colleagues have shown that an epimutation in MLH1 can be inherited in people. They have shown that people with a hypermethylation of one allele of MLH1 in somatic cells throughout the body have a predisposition for the development of hereditary nonpolyposis colorectal cancer (HNCC). They found evidence that the epimutation (hypermethylation of MSH1) was transmitted from a mother to her son. These findings demonstrate transgenerational epigenetic inheritance of cancer susceptibility and suggest that this phenomenon might be of great importance in the development of cancer and other epigenetically influenced diseases.

14.5.2 Clonal versus Polyclonal Models for Cancer Initiation

The conventional model for the origin of human cancer is the clonal genetic model. In this model, cancer arises stepwise from a series of mutations in a single cell, and this cell eventually gives rise to a metastatic tumor. In this model epigenetic changes are important, but they are merely a surrogate of genetic mutations. As quoted above, Feinberg and colleagues recently proposed a new model for the origin of human cancer that they called the “epigenetic progenitor theory.” This theory, which is a modern variation of Paget’s “soil and seed” hypothesis from 1889, proposed that stress “epigenetically destabilizes” stem cells, which proliferate to form the “soil” that can be later “seeded” by mutations or epigenetic alterations in oncogenes or tumor suppressor genes. If correct, this model promises a paradigm shift in the understanding of the origins of human cancer because, instead of being clonal in origin, this model suggests that cancer may in fact be polyclonal in origin.

The epigenetic progenitor theory also has profound implications in the treatment of cancer because, for instance, treatment of benign tumors with radiation or chemotherapy, a common practice, could potentially increase the rate of later metastatic cancers. Five major lines of evidence were provided to support this theory. First, classical studies have shown that tumor growth properties are reversible, which suggests an epigenetic origin. Second, most, if not all, tumors show global changes in DNA methylation. Third, mice have been cloned from a mouse melanoma nucleus, indicating that most properties of cancer are reversible, and therefore epigenetic. Fourth, neoplastic clones can be maintained by selecting stem cells in serial passage experiments in mice. Finally, and most convincingly, recent data has shown that loss of imprinting (LOI) of IGF2 occurs throughout the apparently normal colonic epithelia in colorectal cancer.

14.6 How Epigenetic Changes Can Lead to Genetic Changes

As described in the previous sections, Waddington and others showed that genetic assimilation of existing genetic polymorphisms in a population can occur over multiple generations to generate a new phenotype in the absence of additional new mutations.
We and others have shown that epigenetic assimilation of a new phenotype can occur by selecting for epigenetic variation in a population with no genetic variation. However, as discussed in this section, epigenetic alterations have a unique power because they can potentially direct new mutations that can stabilize the phenotype. As mentioned above, we call this an epigenetic Baldwin effect because it proposes a mechanism for directed mutation in precisely the genes needed to stabilize a new phenotype.

14.6.1 Deamination of Methylated Cytosine to Thymidine

In a survey of ~14,000 genes in several human breast cancer and colon cancer cell lines, more than 100 genes were shown to be significantly mutated. The vast majority of mutations identified were missense mutations, and 59% of the 696 colorectal cancer mutations were C:G-to-T:A transition mutations, whereas only 7% were C:G-to-G:C transversion mutations. This C>T mutation profile suggests that the mutations are epigenetically derived because 5mC is highly mutagenic; spontaneous deamination of 5mC to T is more mutagenic than deamination of C to U because DNA repair enzymes are more likely to target the non-DNA base uracil than the normal base thymidine.

In other words, the C>T mutation profile in colon cancer suggests that a majority of the genes mutated in colon cancer were initially epigenetically altered, via DNA methylation, before they were permanently altered by mutation. Methylation of cytosines in a gene generally leads to inactivation of the gene by recruiting methylcytosine-binding proteins such as MeCP2, so it is likely that the gene was dramatically reduced in expression epigenetically before it was inactivated genetically.

The maintenance DNA methyltransferase Dnmt1 methylates hemimethylated DNA at CpG sites during replication. There is also rare methylation of cytosines at non-CpG sites by the de novo DNA methyltransferase Dnmt3, but the CpG methylation is much more significant and probably has the most biological and evolutionary relevance. Consistent with the idea that CpG methylation is most relevant, a large fraction (44%) of the mutations in colorectal cancers were at 5′-CpG-3′ dinucleotide sites. This 5′-CpG-3′ preference usually led to changes of arginine residues in colorectal cancers because four of the six arginine codons contain a CpG site (i.e., the four codons CGX all code for arginine).

Several other amino acids contain the CpG dinucleotide (i.e., 5′-XCG-3′); however, they are underrepresented in the human coding sequences presumably because of their high intrinsic mutagenicity when they are methylated. Note that the 5′-XCG-3′ codons contain the C at the third wobble position. Consequently, other nucleotides at this position will generally code for the same amino acid. Junctional CpG dinucleotides (i.e., 5′-XXC.GXX-3′) are also likely important for epigenetic regulation, particularly in repeated amino acids (see below).

14.6.2 Epigenetic Regulation of Trinucleotide Repeat Expansion and Contraction

Fondon and Garner have shown that tandem repeat expansions and contractions in the protein-coding regions of developmental genes are a major source for rapid
morphological evolution in dogs. Research in prokaryotes has shown that repeat expansions and contractions can occur at rates up to 100,000 times higher than point mutations, presumably by unequal crossing over during meiotic recombination.\textsuperscript{55,66} Therefore, repeat expansions and contractions potentially have a much greater effect than point mutations on morphological evolution.

In a previous review, we presented arguments that repeat expansions and contractions might be epigenetically upregulated during times of stress.\textsuperscript{63} In support of this idea, in a small survey of genes, we found that the incidence of CpG dinucleotides is much higher in vertebrate trinucleotide repeats than in other protein-coding regions, thus suggesting that CpG methylation is under stabilizing selection (Table 14.1). In contrast, in \textit{Drosophila}, which presumably does not have CpG methylation, there is a bias against CpG sequences in repeats.\textsuperscript{63} In Figure 14.5, we propose a model

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|l|l|l|l|}
\hline
Repeat Locus & Repeat Unit & Possible Repeat Sequence & Actual Repeat Sequence & Codon Bias in Nonrepeats* & Number of Alleles & CpG in Repeat?** \\
\hline
Alx-4 & PQ & CCX CA[G/A] & CCG (16/17) & CCT (29%) CCC (32%) CCA (28%) CCG (11%) & 4*** & Yes \\
\hline
Bmp-11/GDF-11 & A & GCX & GCC (9/10) & GCT (27%) GCC (40%) GCA (23%) GCG (10%) & 3 & Yes \\
\hline
Dlx-2 & G & GGX & GGC (12/13) & GTG (16.5%) GGC (34.0%) GGA (25.3%) GGG (24.2%) & 5 & Yes \\
\hline
Runx-2 & Q & CA[G/A] & CAG (17/19) & CAA (26%) CAG (74%) & 6*** & No \\
\hline
Sox-9 & P & CCX & CCG (8/8) & CCT (29%) CCC (32%) CCA (28%) CCG (11%) & 2 & Yes \\
\hline
Zic-2 & H & CA[C/T] & CAC (8/8) & CAT (42%) CAC (58%) & 2 & No \\
\hline
\end{tabular}
\caption{Repeat Polymorphisms in Dog Developmental Genes Preferentially Use CpG Codons}
\end{table}

\begin{itemize}
\item * Codon bias in humans, from Zeeberg.\textsuperscript{69} For multiple amino acid repeats, only the codon biases with CpG sites are shown. The codons with CpG sites in the codon or in the border with the repeat codon are underlined.
\item ** CpG methylation cannot explain methylation of glutamine (Q) and histidine (H) repeats.
\item *** Includes distinct alleles of equal length, but has variable differences in the coding sequence that are consistent with expansion and contraction events.
\end{itemize}
whereby environmental regulation of CpG methylation in repetitive sequences in germ cells could be a powerful means to increase the rate of morphological variation, and thereby the rate of morphological evolution, during times of stress.

According to our model, repeats are methylated at CpG sites in the absence of stress in germline precursor cells (i.e., in germline stem cells). Under stressful conditions, Hsp90 becomes functionally inactivated and this leads, through some unknown mechanism, to the hypomethylation of the repeats. Next, we propose that the unmethylated repeats have an increase in the rate of expansion and contraction. We base this part of the model on the observation that mice with mutations in Dnmt1, the maintenance CpG methyltransferase, have microsatellite instability.67

Microsatellites are long repeats of two or more bases, such as ATATAT repeated 100 times. Therefore, a polyalanine repeat with the sequence 5′-CCG.CCG.CCG.CCG.CCG-3′ would be an example of a very short microsatellite repeat. It is also possible that the repeats are normally nonmethylated and stress causes their methylation. Either way, this would cause a bimodal switch that is responsive to the environment. If the rate of expansion and contraction is different in methylated versus nonmethylated repeats, then this might explain the bias for CpG dinucleotides in dog repeats.63

According to our model, if a mother or father were undergoing stress, such as starvation, then his or her offspring would have an increase in the frequency of repeat expansions and contractions. Occassionally, a repeat expansion or contraction will generate a new phenotype that has selective advantage in the offspring. If this occurs, the organism is no longer under stress and the repeat gets remethylated in his or her germline stem cells (Figure 14.5).

**FIGURE 14.5** Combined genetic and epigenetic model for morphological evolution. Model for how stress-induced epigenetic destabilization can lead to enhanced genetic variation. Methylated CpGs are indicated (circles). Under stressful conditions, Hsp90 is functionally inactivated and, through some unknown mechanism, the CpGs become unmethylated. Unmethylated repeats are unstable and expand and contract at a higher frequency. Eventually, the gene has a new activity that decreases the environmental stress and the repeat becomes remethylated (bottom).
Our model has some similarities to but important differences from Roth’s model of repeat-mediated directed mutations, described above (Figure 14.1). Roth proposed that amplifications of whole genes occur randomly in *E. coli* and that in a selective environment the amplification will enhance growth. Next, a mutation that stabilizes the new phenotype can be selected (i.e., by reverting a mutant gene to a wild-type gene). Since the overall mutation rate increases in stressed cells, Roth proposed that the mutations apparently are directed only to the amplified region because its copy number (and therefore target size) is 50–100 times that of other genes.

In our model, instead of whole genes being amplified 50–100 times, small repeated regions of genes expand and contract randomly and modestly. We propose that, by hypomethylation of the repeat, the rate of expansion and contraction increases in stressful environments. Such an epigenetic Baldwin effect is more efficient than what occurs in *E. coli* because it will increase the mutation frequency only of those genes that have repeats containing CpGs and not in the whole genome. Analyses of genes that have repeated amino acids show that they are significantly enriched in developmental proteins and transcription factors. Consequently, directed mutation of these genes is more likely to affect morphological evolution. Much work needs to be done to verify or modify aspects of this model.

### 14.7 FUTURE STUDIES IN THE ROLE OF EPIGENETICS IN EVOLUTION

This is an exciting time to study the role of epigenetics in evolution. One can no longer regard the genome as a fixed structure that is faithfully transmitted to the offspring (with only a few occasional errors). We are beginning to understand how maternal and paternal diet and environmental exposure can affect the health and phenotype of the offspring via global epigenetic alterations. Studies of rapid morphological evolution in dogs show that coding repeat expansions and contractions are often involved, but the degree and rate of such mutations in humans is not known. We propose that expansions and contractions are under epigenetic control by the environment, thereby suggesting a further mechanism to drive morphological evolution.

Studies of spontaneous cases of autism in humans show that a significant frequency of these cases are caused by copy number changes of so-called autism genes. It is possible that the great stress that humans are under in our increasingly toxic environment epigenetically contributes to these copy number changes as humans strive to evolve to adapt to this new environment. Alas, autism and many other diseases that increase generationally in frequency could be undesired *morphisms* of a stressful environment.

### ACKNOWLEDGMENTS

This work was supported by NIEHS and NCI R01 grants (ES012933 and CA105349) to D.M.R.
REFERENCES


15 Epigenetics and Epigenomics

José Ignacio Martín-Subero and Reiner Siebert

CONTENTS

15.1 Introduction ................................................................. 261
15.2 Technical Approaches for Studying the Epigenome ................. 262
   15.2.1 A Historical Perspective ............................................. 262
   15.2.2 Genome-Wide Detection of DNA Methylation Changes ....... 263
       15.2.2.1 Microarray-Based Analysis of DNA Methylation ....... 264
   15.2.3 Genome-Wide Detection of Histone Modifications ............ 268
   15.2.4 High-Throughput Sequencers: A New Promise for
       Epigenomic Studies ...................................................... 268
15.3 Epigenomics in Biomedical Research .................................... 269
   15.3.1 Characterizing the Epigenome of Normal Cells ............... 269
       15.3.1.1 DNA Methylation ............................................. 270
       15.3.1.2 Histone Modifications ......................................... 272
   15.3.2 Characterizing the Cancer Cell Epigenome ...................... 273
15.4 Future Directions .......................................................... 276
References .............................................................................. 277

15.1 INTRODUCTION

Sequencing of the human genome has been one of the most important achievements
in the history of science. However, scientists worldwide are starting to realize that
knowing genetic information is not sufficient to understand phenotypic manifesta-
tions. The genome encodes for potential information, but the way the DNA sequence
is translated into function does not directly depend on the sequence itself, but rather
on the interaction with environmental factors. And here is where the science of epi-
genetics comes into play, because it integrates all the different chemical languages
that genome and environment use to communicate with each other. Epigenetics
literally means “upon genetics” and bridges DNA information and function by regu-
ulating gene expression without modifying the DNA sequence itself. However, a more
inclusive definition of epigenetic events was recently proposed as “the structural
adaptation of chromosomal regions so as to register, signal or perpetuate altered
activity states.”
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The most widely studied epigenetic changes are DNA methylation of cytosines within CpG dinucleotides and a growing number of chemical modifications at different amino-acid residues of histone tails (so far, more than 100 have been identified); for example, acetylation, methylation, phosphorylation, and ubiquitination. Although the present review mainly focuses on DNA methylation and histone modifications, other epigenetic factors like nuclear positioning, noncoding RNAs, and microRNAs are also associated with gene regulation and chromatin structure. If epigenetics aims at studying epigenetic changes of specific sequences, epigenomics refers to the delineation of such potentially heritable changes across the complete genome.

The pace of discovery of novel scientific findings goes hand in hand with technical developments. In the epigenetics field, the past few years have witnessed the introduction of new techniques, allowing the characterization of the epigenome. Since the development of microarray-based approaches for epigenomics, the number of studies aimed at characterizing the epigenome under normal and altered conditions has been growing exponentially (Figure 15.1).

The goal of this review is to present an outline of the currently available techniques for studying the epigenome and their applications in biology and medicine.

### 15.2 TECHNICAL APPROACHES FOR STUDYING THE EPIGENOME

#### 15.2.1 A HISTORICAL PERSPECTIVE

Over the past three decades, a large number of different methods have been developed to study DNA methylation changes. The initial efforts in the 1970s...
were focused on the measurement of global DNA methylation content and the study of particular sequences by Southern blot analyses using methylation-sensitive restriction endonucleases. The limitations of the latter method (e.g., large amounts of high-quality DNA, sequence biases, and problems with incomplete digestions) made the study of specific sequences time consuming and not widely applicable. It was not until 1992, with the introduction of the sodium bisulfite conversion technique, that DNA methylation analyses took a revolutionary step forward. Sodium bisulfite has the property of converting unmethylated cytosine into uracil, whereas methylated cytosine remains unmodified. The combination of this chemical modification with genomic sequencing and methylation-specific PCR (MSP) made the study of DNA methylation changes widely available, and a large number of studies were published from the late 1990s on (Figure 15.1). However, these PCR-based approaches are restricted to the study of a few candidate genes and are not suitable as screening techniques to identify novel markers. To overcome this, techniques like amplification of intermethylated sites (AIMS) and restriction landmark genomic scanning (RLGS), which combine the use of methylation-sensitive restriction endonucleases with 1D or 2D electrophoresis, have been established. These techniques are time consuming, and every new fragment identified as differentially methylated between a control and a test sample has to be cloned and sequenced. A step forward has been made in the recent years with the introduction of the microarray technology, which has provided the basis for a new revolution in epigenetics. Exploiting the resources made available through the Human Genome Project combined with the microarray technology and classical epigenetic methods, the simultaneous study of epigenetic changes of thousands of known sequences is now possible.

The following sections provide a summary of the currently available methods for epigenomics.

15.2.2 Genome-Wide Detection of DNA Methylation Changes

The detection of global DNA methylation levels can be studied from two different perspectives. On the one hand, the whole-genome content of DNA methylation or histone modifications can be measured by different methods; for example, high-performance liquid chromatography (HPLC), high-performance capillary electrophoresis (HPCE), or luminometric methylation assay (LUMA), although this method is applicable only for DNA methylation. For instance, in cancer cells, the DNA methylation content was measured in the early 1980s, and a deregulation of the epigenome was detected in the form of global hypomethylation, which has later been associated with chromosomal instability. A more recent study has also shown that cancer cells are additionally characterized by global loss of acetylation at lysine 16 and trimethylation at lysine 20 of H4. On the other hand, genome-wide DNA methylation changes of particular sequences can be detected by microarray-based epigenomics. This technology represents a powerful approach for epigenomic profiling and the detection of novel epigenetic markers. A more detailed description of this technology is provided here.
15.2.2.1 Microarray-Based Analysis of DNA Methylation

15.2.2.1.1 Sample Preparation

Several strategies have been described to differentiate methylated and unmethylated cytosines in the context of microarray-based epigenomics (Table 15.1). These are based either on the enrichment of methylated DNA or on the chemical modification of the DNA by sodium bisulfite.

One possible technique to isolate methylated DNA sequences is by digesting the DNA with methylation-sensitive or -insensitive restriction endonucleases, and subsequent purification via, e.g., biotin labeling or adapter ligation, followed by PCR.

<table>
<thead>
<tr>
<th>Table 15.1</th>
<th>Techniques Used for Genome-Wide DNA Methylation Analyses</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method</strong></td>
<td><strong>Principle</strong></td>
</tr>
<tr>
<td>RLGS</td>
<td>Methylation-sensitive restriction digestion + 2D</td>
</tr>
<tr>
<td></td>
<td>electrophoresis</td>
</tr>
<tr>
<td>MCA</td>
<td>Methylation-sensitive restriction digestion + printed</td>
</tr>
<tr>
<td></td>
<td>membranes/dot-blot analysis or microarray hybridization</td>
</tr>
<tr>
<td>DMH</td>
<td>Methylation-sensitive restriction digestion + microarray</td>
</tr>
<tr>
<td></td>
<td>hybridization</td>
</tr>
<tr>
<td>AIMS</td>
<td>Methylation-sensitive restriction digestion + 1D</td>
</tr>
<tr>
<td></td>
<td>electrophoresis</td>
</tr>
<tr>
<td>MSO microarray</td>
<td>Bisulfite conversion + PCR + bead array hybridization</td>
</tr>
<tr>
<td>ChIP-on-chip</td>
<td>Chromatin immunoprecipitation with antibodies against</td>
</tr>
<tr>
<td></td>
<td>MBDs + microarray hybridization</td>
</tr>
<tr>
<td>NotI digestion coupled to</td>
<td>Methylation-sensitive restriction digestion + microarray</td>
</tr>
<tr>
<td>BAC array</td>
<td>hybridization</td>
</tr>
<tr>
<td>MeDIP-on-chip</td>
<td>Isolation by 5-methylcytosine antibody + microarray</td>
</tr>
<tr>
<td></td>
<td>hybridization</td>
</tr>
<tr>
<td>MCIp-on-chip</td>
<td>Isolation by MBD-Fc beads + microarray hybridization</td>
</tr>
<tr>
<td>HELP</td>
<td>Methylation-sensitive restriction digestion + microarray</td>
</tr>
<tr>
<td></td>
<td>hybridization</td>
</tr>
<tr>
<td>Methylation-specific bead arrays</td>
<td>Bisulfite conversion + allele-specific primer extension + bead array hybridization</td>
</tr>
<tr>
<td>MSNP</td>
<td>Methylation-sensitive restriction digestion + SNP-chip</td>
</tr>
<tr>
<td></td>
<td>hybridization</td>
</tr>
<tr>
<td>MMASS</td>
<td>Combinations of methylation-sensitive restriction</td>
</tr>
<tr>
<td></td>
<td>digestions + microarray hybridization</td>
</tr>
<tr>
<td>MIRA-assisted microarray</td>
<td>Isolation of methylated DNA by affinity to the MBD2/</td>
</tr>
<tr>
<td>analysis</td>
<td>MBD3L1 complex + microarray hybridization</td>
</tr>
<tr>
<td>MSDK</td>
<td>Methylation-sensitive restriction digestion + SAGE</td>
</tr>
<tr>
<td>aPRIMES</td>
<td>Differential restriction and competitive hybridization of</td>
</tr>
<tr>
<td></td>
<td>methylated and unmethylated DNA</td>
</tr>
<tr>
<td>Expression profiling after</td>
<td>Treatment with demethylating agents + expression</td>
</tr>
<tr>
<td>demethylation</td>
<td>microarray in cells with and without treatment</td>
</tr>
</tbody>
</table>
amplification. Examples of methods exploiting this approach are differential methylation hybridization (DMH, Figure 15.2A), HpaII tiny fragment enrichment by ligation-mediated PCR (HELP), and NotI digestion coupled with BAC arrays. The use of methylation-sensitive enzymes is biased by the fact that not all CpG islands contain enzyme recognition sites. Therefore, not all the CpG islands in the genome can be interrogated. To partially overcome this limitation, authors of a recent technical report applied different combinations of four methylation-sensitive enzymes (i.e., HpaII, HincII, AciI, and HpyCH4IV), which cover approximately 41% of all CpGs across the genome. This report also suggested that using the unmethylated DNA fraction improves the chances of detecting differential methylation between two samples.

An alternative to this approach is the isolation of methylated DNA sequences by applying antibodies binding to methylated cytosines, which is less biased toward specific sequences than those methods based on methylation-sensitive endonucleases. Different strategies using this approach have been successfully applied for the detection of DNA methylation changes. Two of them use DNA as input material (e.g., methylated DNA immunoprecipitation [MeDIP] and methyl-CpG immunoprecipitation [MCIp]). MeDIP is an adaptation of the chromatin immunoprecipitation (ChIP) protocol for DNA and uses an antibody against 5-methylcytidine to immunoprecipitate methylated DNA (Figure 15.2B). MCIp uses a recombinant protein made of the methyl-CpG-binding domain (MBD) of the MBD2 protein and the Fc fraction of the human IgG1 to directly bind methylated DNA and isolate the
methylated fraction of the genome. An additional method uses whole cells as starting material in the context of a classical chromatin immunoprecipitation (ChIP) with antibodies against MBDs. These methods also present some limitations, like the low resolution based on the size of immunoprecipitated DNA fragments (~200–1000 bp) and that the level of enrichment of methylated DNA depends on the abundance of CpGs in a given sequence.

Another approach for array-based detection of DNA methylation is the application of a bisulfite treatment. As explained above, sodium bisulfite chemically induces a sequence variation by converting unmethylated cytosines into uracil (thymine after a PCR reaction) and leaving methylated cytosines unmodified. This sequence variation allows the use of methods that already exist for single-nucleotide polymorphism (SNP) analysis, which are based on the design of oligonucleotides that specifically bind either to the methylated (C) or to the unmethylated (U/T) allele (Figure 15.2C).

The methods mentioned above allow a direct detection of DNA methylation patterns. However, there is an additional, but indirect, way to detect hypermethylated genes. This method applies gene expression profiling before and after treatment with DNA demethylating agents like 5-aza-2′-deoxycytosine (5-AZA), so that hypermethylated genes become reactivated after treatment. Although this technique has allowed the detection of novel cancer-related hypermethylated genes, 5-AZA is highly toxic to the cells and can alter the expression levels of many genes regardless of their methylation status, leading to high false positive and false negative rates and a thorough and time-consuming data validation. As an example, Shames and colleagues detected that 5-AZA treatment induced a fourfold overexpression of 866 loci (from a total of 47,000) in lung cancer cell lines, from which they selected 132 candidates, and 45 of them were studied by methylation analysis. Finally, a total of 31 genes were identified as differentially methylated lung cancer as compared with normal lung tissue.

15.2.2.1.2 Microarray Platforms for Epigenomics

In line with the availability of various methods for the differentiation between methylated and unmethylated sequences, there is also a wide range of microarray platforms available for DNA methylation analysis, which differ in resolution, number, and type of genomic regions detected (Table 15.2). The initially applied microarrays used CpG island clones from libraries in which CpG-rich fragments had been isolated by MeCP2 columns. These arrays are biased toward those clones contained in the available libraries and, therefore, are not representative for the complete genome. Additionally, regulatory regions of special interest might not be present. BAC/PAC arrays, initially developed for the detection of genomic imbalances by comparative genomic hybridization, also have been used for epigenomic studies. Although tiling BAC/PAC arrays containing the complete genome are available, the resolution of BAC/PAC arrays is limited by the size of the inserts (~100–200 kb). Thus, only a global epigenetic signature for that large DNA stretch can be obtained, rendering the identification of differentially methylated gene promoters difficult.

In the last two years, there has been a shift toward microarrays made of short oligonucleotides (usually ranging from 25 to 60 bp), which can reach a very high
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resolution, are commercially available, and can be easily customized according to the user’s needs. Available oligonucleotide arrays for epigenomics include, for example, promoter arrays and CpG island arrays, which contain a high density of oligomers in each studied region. A recent study has also combined the use of methylation-specific endonucleases with a SNP-ChIP to obtain an integrated genetic and epigenetic profiling. Recently, oligonucleotide tiling arrays have also been developed that contain up to several millions of oligonucleotides and virtually cover the whole genome with high resolution. This approach has allowed researchers to obtain the first high-resolution DNA methylation profile of a living organism (*Arabidopsis thaliana*). In contrast to arrays containing regulatory regions of genes, tiling arrays also allow the study of epigenetic modifications in noncoding areas, whose role in cell physiology has been gaining importance in recent years.

One of the limitations of the methods cited above is that they provide only a blurry picture of the methylome, and it is not possible to determine the methylation status of specific CpGs. This problem can be overcome either by bisulfite sequencing of specific CpGs or with CpG-dinucleotide-specific microarrays. For instance, the technology developed by Bibikova and collaborators is based on the combination of a bisulfite treatment of the test DNA, oligonucleotide annealing to the methylated or unmethylated specific CpG, oligonucleotide extension, PCR with universal differentially labeled primers for the methylated or unmethylated allele, and hybridization onto a random bead array (Figure 15.2C). This method allows the accurate quantification of the methylation status of up to 1536 individual CpGs located in the promoter regions of selected genes.

In spite of the development of a wide range of microarray-based technologies to study the epigenome, they all show differences in terms of sample preparation, resolution, type of sequence studied, quantification accuracy, and complexity of the bioinformatic tools to analyze the data. Therefore, a systematic comparison and

### Table 15.2
Current Microarray Platforms Used for Epigenomic Studies

<table>
<thead>
<tr>
<th>Microarray Platform for Epigenomics</th>
<th>Resolution</th>
<th>Number of Clones/Oligos*</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAC/PAC clones</td>
<td>100–200 kb</td>
<td>Up to ~33,000</td>
<td>~ Complete genome</td>
</tr>
<tr>
<td>CpG islands</td>
<td>100–1000 bp</td>
<td>Up to ~12,000</td>
<td>CpG islands</td>
</tr>
<tr>
<td>Oligonucleotides</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Promoter</td>
<td>25–60 bp**</td>
<td>244000, 385000, 4.6 million</td>
<td>Promoter regions</td>
</tr>
<tr>
<td>CpG island</td>
<td>25–60 bp**</td>
<td>244000, 385000</td>
<td>CpG islands</td>
</tr>
<tr>
<td>Tiling</td>
<td>25–60 bp**</td>
<td>Up to 45 million (set of 7 arrays)</td>
<td>~ Complete genome</td>
</tr>
<tr>
<td>CpG-dinucleotide specific</td>
<td>1 bp</td>
<td>Up to 1536</td>
<td>Selected promoters</td>
</tr>
</tbody>
</table>

* Improved microarrays with higher resolution are constantly being developed, so the number of oligos on a single array increases as new platforms become available. ** This is the size of the oligonucleotide; the final resolution depends on the method used to enrich the DNA for methylated sequences or histone modifications.
validation of epigenomic methods (i.e., different probe preparation and array platforms) is needed to determine their advantages, disadvantages, and suitability for a proper characterization of the methylome.

15.2.3 Genome-Wide Detection of Histone Modifications

The study of histone modifications at specific genomic regions is mostly based on a single technique, the so-called ChIP. This technique exploits the availability of antibodies that specifically detect certain histone modifications. The experimental procedure is based on an initial crosslink between histones and DNA by formaldehyde, followed by chromatin shearing and incubation with a highly specific antibody towards a histone modification. Then, the chromatin bound to the antibody is isolated by, for example, agarose beads coated with protein A or G, and finally the DNA is separated from the proteins by reversing the crosslinks and subsequent DNA extraction. This isolated DNA is enriched for sequences containing the histone modification of interest and can be then used for microarray-based studies.\textsuperscript{55,56}

The main limitations of ChIP are the necessity of a highly specific antibody for the histone modification of interest, the availability of fresh material (whole cells are required), and the large number of cells required (approximately \(\sim 10^7\)). Some recent publications have also developed protocols for ChIP that use a smaller number of cells (e.g., as little as 100 cells), which are required to study histone modifications in, for example, small subpopulations of cells or clinical samples.\textsuperscript{57–59}

In terms of microarray platforms for the study of histone modifications, most of the microarray types shown in Section 15.2.2.1.2, with the exception of those requiring a previous bisulfite treatment (e.g., CpG-specific microarray), can also be used, especially promoter-specific and tiling oligonucleotide arrays.

15.2.4 High-Throughput Sequencers: A New Promise for Epigenomic Studies

In spite of the potential of microarrays to characterize DNA methylation and histone modifications across the genome, they are limited either by resolution, type, and number of sequences analyzed or by their quantification accuracy. In any case, the complete characterization of the human epigenome of a given sample requires the quantification of the methylation status of each of the \(~55\) million CpG dinucleotides per diploid cell and the distribution of histone marks of every DNA region, and today this is far from the possibilities of the current microarray platforms. One of the possibilities for sequencing-based methylation analysis is methylation-specific digital karyotyping (MSDK), a SAGE (serial analysis of gene expression)-like procedure that uses methylation-sensitive endonucleases to generate short-tagged DNA segments which are then sequenced and identified.\textsuperscript{60} A similar procedure, called genome-wide mapping technique (GMAT), has been developed to map histone modifications by linking ChIP and SAGE.\textsuperscript{61} However, the MSDK approach does not detect the methylation status of specific CpGs. This can be reached by high-throughput sequencing of sodium bisulfite-treated samples, but it is time consuming and
The development of a new generation of sequencers is now revolutionizing both genomics and epigenomics. These new sequencing technologies are based, for example, on pyrosequencing using millions of picoliter-scale reactions, sequencing by synthesis, and sequencing by ligation, and can sequence up to 2 gigabases of DNA in a single experiment. (The human genome is made up of ~3.1 gigabases.) The initial applications of these technologies in the epigenomics field have allowed researchers to profile the distribution of 20 different histone methylation marks in human CD4+ T cells or the chromatin state (using six different histone marks) of mouse embryonic stem cells and lineage-committed cells like neural progenitor cells and embryonic fibroblasts. High-throughput sequencing has also been applied to study interactions between DNA and regulatory elements by means of a technique called chromosome conformation capture carbon copy (5C). This and related approaches are used to investigate chromatin territories within the three-dimensional space of the nucleus and have revealed an extensive network of communication between and within chromosomes. With regard to the detection of DNA methylation changes, the reduction from 4 base pairs to 3 base pairs of unmethylated sequences (C is transformed to U and then to T in the PCR reaction) after bisulfite treatment poses a methodological problem, to identify the origin of the sequenced fragments. Therefore, current technologies do not yet allow direct sequencing of bisulfite-treated whole-genomic DNA, although this will be most likely achieved in the near future. The first report using high-throughput sequencers to measure DNA methylation levels has been published by Taylor and collaborators. In a single experiment, they were able to sequence a total of 125 PCR products from 25 CpG islands after bisulfite treatment of pooled peripheral blood samples and clinical specimens of four different lymphoid hematopoietic malignancies. In order to differentiate the origin of the different samples, they added a four-nucleotide sample-specific tag to the 5' end of each primer. In contrast to classical bisulfite sequencing, in which 10 reads are usually generated per sequence to quantify methylation, the high-throughput approach used by Taylor et al. sequenced a mean of 1697 reads per amplicon in a single 5.5-hours/run, which allows accurate quantification of the methylation status of each CpG within PCR products.

15.3 EPIGENOMICS IN BIOMEDICAL RESEARCH

15.3.1 CHARACTERIZING THE EPIGENOME OF NORMAL CELLS

It is known that epigenetics plays a key role in physiological processes like development, establishment of tissue identity, X chromosome inactivation, chromosomal stability, and gene transcription regulation. Now, the application of epigenomic approaches is helping researchers understand these processes at a genome-wide level and obtain new insights on the mechanisms underlying genome regulation. Also, to convey the impact of epigenetic changes in disease, it is important to profile epigenetic patterns in normal tissues.
15.3.1.1 DNA Methylation

A series of recent epigenomic studies have correlated DNA methylation patterns in different normal tissues with sequence features, evolutionary conservation, and impact on gene regulation, which are summarized below.

Beck and collaborators have published the initial phase of the Human Epigenome Project, an ambitious international endeavor to identify, catalog, and interpret DNA methylation profiles of representative human tissues. They performed a bisulfite sequencing of a total of 2524 amplicons from 873 genes in samples from 12 different tissues and essentially observed a bimodal distribution of DNA methylation; that is, different CpGs from a given locus were either methylated or unmethylated. Interestingly, they found that 5' UTRs with CpG islands (i.e., defined as DNA stretches of at least 200 bp, more than 50% C+G, and a ratio of observed CpG versus expected of at least 0.6) were mostly unmethylated (87.9%), whereas 5' UTRs with low CpG content were frequently methylated (~50%), which is in line with other studies.

Also, a recently published microarray-based DNA methylation analysis showed that about 4% of the promoter-associated CpG islands are methylated in normal peripheral blood. Comparing DNA methylation in males and females, and in different age groups, they could not find any significant difference, at least in the limited number of genes studied (n = 873). In contrast, experimental evidence suggests that DNA methylation changes in genes like lamin A/C and WRN are associated with age (reviewed by Fraga and Esteller). With regard to tissue-specific DNA methylation, Eckardt et al. identified that 22% of the amplicons studied were differentially methylated, with sperm showing the highest methylation differences (e.g., 20% as compared with fibroblasts) and CD4+ and CD8+ T lymphocytes showing the lowest difference (~5%). Also, studying orthologous amplicons in humans and mice, they identified 70% conservation in the DNA methylation profiles, which is in agreement with the high conservation of histone modification profiles in humans and mice observed in an independent study.

Another landmark study in epigenomic research has been recently published by Schübeler and collaborators. Instead of bisulfite sequencing, they applied MeDIP-on-chip in fibroblasts and sperm and additionally measured gene activity (as RNA polymerase occupancy) and 2mK4-H3 (a chromatin mark associated with gene activation) status by ChIP-on-chip. They classified promoter regions into low, intermediate, and high CpG content and observed that low and high CpG promoters were mostly methylated and unmethylated in normal tissues, respectively, which is in line with the study mentioned above. Comparing DNA methylation levels with RNA polymerase occupancy levels, they found that 66% of the genes with high CpG promoters were active, which contrasts with the 11% activity of low CpG promoters. A negative correlation was observed between DNA methylation and gene activity in genes with high and intermediate CpG promoters, as expected. Remarkably, DNA methylation and gene activity did not correlate in genes with low CpG promoters, suggesting that DNA methylation does not regulate gene activity in regions with low CpG density. Nonetheless, reports indicate that DNA methylation in genes lacking proper CpG islands, like Oct-4 and Nanog, can be associated with gene repression. Comparing DNA methylation, gene activity, and 2mK4-H3 status, Weber et al. confirmed
that the presence of 2mK4-H3 correlated well with gene activity. However, high and intermediate CpG promoters from inactive genes were unexpectedly enriched for 2mK4-H3, and the authors suggest that a chromatin state might protect CpG-rich promoters from DNA methylation. Similarly to other studies, Weber et al. also detected clear differences between somatic tissues and sperm, with somatic cells characterized mainly by a large number of hypermethylated genes which were unmethylated in sperm samples. Schilling and Rehl also suggested the presence of differential tissue-specific methylation patterns targeting noncoding miRNA genes like miR-127, miR-142, miR-338, and miR-363. Another study, conducted by Ching and collaborators, applied the NotI methylation-sensitive endonuclease onto BAC arrays in normal peripheral blood and normal astrocytes. Among other genes, they identified SHANK3, a gene involved in postsynaptic density, to be unmethylated and expressed in brain cells whereas it was methylated and repressed in blood cells.

Bibikova et al. studied embryonic stem cells and differentiated cells with a CpG-specific bead array (371 genes were studied). They identified a subset of 25 CpGs from 23 genes that were differentially methylated between embryonic stem cells and differentiated cells. We have applied an updated version of this CpG-specific array containing more than 800 genes to different hematopoietic tissues and fibroblasts (Martín-Subero et al., unpublished). As shown in Figure 15.3A, B cells isolated from tonsils or immortalized in vitro (B-cell lymphoblastoid cell lines) show similar DNA methylation profiles and cluster separately from whole peripheral tissues.

**FIGURE 15.3** Heatmap from a hierarchical cluster analysis of DNA methylation data generated with the bead-array technology (Illumina Inc.) in different normal tissue samples. (a) Display of the methylation status of CpGs located in autosomal chromosomes and (b) in chromosome X. Red indicates methylated CpG loci whereas green indicates lack of DNA methylation.
blood and bone marrow samples. Fibroblasts also make a clearly distinct DNA methylation cluster. Figure 15.3B shows the DNA methylation pattern of chromosome X in normal tissues, which clearly differentiates male and female samples due to the epigenetic inactivation of one chromosome X in women.

15.3.1.2 Histone Modifications

The development of ChIP-on-chip has also enabled remarkable progress in the characterization of histone modifications at the genome-wide level.\(^\text{11,55,56}\) Several studies using this technology are now allowing deeper insights into which histone modifications (and in which combination) are associated with a given chromatin and transcriptional state (collectively known as the histone code).\(^\text{82}\) Also, some of these studies are allowing the characterization of the chromatin structure in different cell types, like in stem cells.\(^\text{83−85}\)

Independent studies using different microarray platforms have established that H3 acetylation and 3mK4H3 profiles are highly concordant with each other and consistent with gene activity in humans, mice, flies, and yeast.\(^\text{78,86−90}\) The high levels of conservation of histone marks in different species, also in orthologous regions with modest sequence conservation, indicates the universal role of histone modifications in regulating gene transcription.\(^\text{78}\) Also, this observation strengthens the power of comparative epigenomic analyses to identify regulatory elements that lie outside conserved sequences.\(^\text{11}\)

Also, ChIP-on-chip studies have detected differences in the histone marks at transcriptional start sites (TSS) of genes or other locations. For instance, 3mK4H3 and acH3 are tightly associated with TSS,\(^\text{87,89}\) whereas 1mK4H3 and acH4 show a more widespread distribution.\(^\text{87}\) Interestingly, Pokholok and colleagues\(^\text{89}\) found that 3mK3H3 was highly enriched at the TSS, 2mK4H3 was mostly enriched in the middle of genes, and 1mK4H3 was found predominantly at the end of genes, suggesting that histone marks correlate with gene structure and transcriptional direction.

Koch et al.\(^\text{87}\) also studied differences in histone mark profiles between cell lines (i.e., one B-cell lymphoblastoid cell line, one fetal lung fibroblast cell line, and three leukemia cell lines). Most of the ENCODE regions\(^\text{91}\) analyzed with the array used in this study showed similar distributions of histone modifications in those five cell lines, but they also detected a total of 49 regions in which the differential chromatin structure correlated well with the expected gene expression.

As embryonic stem cells (ESCs) are able to generate any tissue and it is known that epigenetics plays a key role in the establishment of tissue identity, some ChIP-on-chip studies have turned their attention to this cell type.\(^\text{92}\) Of special interest are the Polycomb group (PcG) proteins, which are essential to maintaining pluripotency of stem cells by repressing genes important for differentiation. In human ESCs, Young and coworkers\(^\text{85}\) identified more than 1000 genes targeted by PcG proteins, which were also enriched for 3mK27H3 (as expected because methylation of K27H3 is catalyzed by PcG proteins). These genes were involved mostly in development.\(^\text{85}\) This was also observed in a murine model.\(^\text{93}\) Most interestingly, regions enriched for 3mK27H3 in ESCs, which are associated with gene repression, are also enriched for 3mK4H3, which is a mark for gene activation.\(^\text{83,94}\) This bivalent chromatin state
seems to be a hallmark of ESCs, which keep developmental genes silent. Then, upon differentiation toward a given cell lineage, required genes lose 3mK27H3 and become expressed, whereas silencing of unnecessary genes is made permanent by other epigenetic marks like 3mK9H3 and DNA methylation.95

15.3.2 Characterizing the Cancer Cell Epigenome

Cancer cells are characterized by a disruption of the epigenomic machinery, which is reflected in multiple aberrations affecting both content and distribution of DNA methylation and histone modifications as well as alterations in nucleosome remodeling.16,96–98 So far, DNA methylation, and especially tumor suppressor gene silencing by hypermethylation, is the best studied epigenetic modification in cancer.99 More than 50 genes have been identified as frequently silenced in cancer by DNA methylation (e.g., P16/INK4A, P14/ARF, MLH1, or MGMT16), and DNA methylation patterns allow differentiation of distinct cancer entities.100,101 However, with the advent of the science of epigenomics, a more precise and less biased delineation of the cancer cell epigenome is becoming accessible, which will produce a completely new generation of epigenetic markers in cancer. Furthermore, epigenomic studies are now comparing DNA methylation patterns with genome-wide genetic, developmental, and transcriptional patterns, which is offering new possibilities for understanding the processes underlying carcinogenesis.

Although only a few studies have characterized histone modifications in cancer cells at the genome-wide level,16 the application of different microarray-based methods for studying DNA methylation changes in cancer has already started to yield its fruits. In one of the initial studies, Adorján and collaborators53 studied DNA methylation profiles of different types of leukemias and solid tumors with an array covering 232 CpGs from 56 genes. Even with this small array, they detected DNA methylation marks able to differentiate different tumor types of a training set and accurately diagnose new samples from a test set. Bibikova and coworkers45 used a bead array to measure DNA methylation levels of 1536 CpGs from 371 cancer-related genes in a panel of colon, breast, lung, and prostate cancer cell lines and healthy tissues. They identified 16 cancer-specific markers and 48 cancer subtype-specific markers that allowed a correct classification of all 24 samples under study. Furthermore, applying the methylation assay to 11 lung adenocarcinomas and 11 normal lung tissue samples, they identified 55 CpGs, which were able to predict the tumor status of further 12 lung tumors and 12 normal tissues with 100% specificity and 92% sensitivity.

In addition to the studies named above, an increasing number of microarray-based studies have focused on the detection of differentially methylated biomarkers associated with specific types of solid tumors—like, for example, breast cancer,102–105 colorectal cancer,106–109 prostate cancer,110–112 lung cancer,113–116 head and neck cell carcinoma,117 oligodendroglioma,118 medulloblastoma,119 and Wilms tumors.120 Furthermore, other microarray studies have focused on the impact of differential DNA methylation profiles in the prognosis of ovarian121,122 and breast cancer.123,124

Due to the large number of different cell types of the hematopoietic system, a wide range of different leukemias and lymphomas have been identified by means of
morphological, immunohistochemical, and genetic features.\textsuperscript{125} Now, several groups are using microarray-based DNA methylation profiling to characterize the epigenome of this heterogeneous group of diseases and to identify diagnostic epigenetic marks. These studies have shown differential methylation profiles between mantle cell lymphoma (MCL) and follicular lymphoma (FL);\textsuperscript{126} B-cell chronic lymphocytic leukemia (B-CLL), MCL, and FL;\textsuperscript{127,128} cutaneous T-cell lymphoma and normal T cells;\textsuperscript{129} acute lymphoblastic leukemia (ALL) and acute myeloid leukemia (AML);\textsuperscript{130} AML and normal monocytes;\textsuperscript{40} and ALL and normal peripheral blood.\textsuperscript{131}

As an example, Rahmatpanah et al.\textsuperscript{128} used the DMH technique on an 8.5-K CpG-island microarray. They detected 256 CpG islands with differential methylation among small B-cell lymphomas like B-CLL, MCL, and FL. The authors selected 10 genes for further validation with classical methods such as MSP, and a strict correlation between microarray and MSP data was missing. On the one hand, this can be explained by the higher sensitivity of the MSP in comparison to the DMH approach or to variability derived from differential hybridization efficiencies on distinct CpG-island clones.\textsuperscript{132} This example highlights the importance of validating any novel diagnostic DNA methylation marker with classical methods and of establishing their diagnostic relevance in additional series of tumor samples.

We have recently studied a panel of 22 B-cell lymphoma cell lines and 18 normal controls from hematopoietic tissues with a bead array containing 1505 CpGs from 807 cancer-related genes (Figure 15.4; Martín-Subero et al., unpublished). The unsupervised cluster analysis shown in Figure 15.4 clearly identifies the lymphoma cell lines according to their DNA methylation profile and points to a large number of DNA hypermethylation events in lymphoma cells as compared with the controls. Studies in primary cases are currently underway to establish the diagnostic and prognostic impact of DNA methylation biomarkers in different subtypes of lymphomas.

One of the most widely used indirect strategies to detect hypermethylated loci in cancer is comparative gene expression arrays before and after treatment with DNA methyltransferase inhibitors (e.g., 5-aza-2'-deoxycytidine), which lead to expression of genes silenced by DNA methylation.\textsuperscript{47} This approach has aided in identification of a number of candidate tumor suppressor genes, such as members of the SFRP family in colorectal cancer\textsuperscript{133} and CEBPD in acute myeloid leukemias.\textsuperscript{134} The advantage of this technique is that it directly identifies genes in which epigenetic changes lead to altered gene expression. However, because 5-AZA is toxic for the cells (noted in Section 15.2.2.1.1), this method leads to a large number of false-positive results and requires a thorough selection and validation of target genes.\textsuperscript{21,48}

Most of the studies discussed that use microarrays to analyze cancer-related DNA methylation profiles have focused on the detection of differentially methylated genes. Such acquisition of differential methylation in cancer, like hypermethylation of tumor suppressor genes, is thought to provide the tumor clone with a selective (e.g., proliferative) advantage. However, recent reports have proposed that there is an instructive mechanism behind aberrant DNA methylation in cancer. Keshet and colleagues\textsuperscript{135} performed a MeDIP-on-chip study in colon and prostate cancer and, in addition to identifying differentially methylated genes (e.g., 135 gene promoters in Caco-2, a colon cancer cell line), they studied whether these genes show distinct biological features.\textsuperscript{135} They discovered that genes differentially methylated in
cancer are enriched for functional categories (e.g., cell adhesion, cell–cell signaling, signal transduction, and ion transport) and that the expression of some of them is already repressed (or expressed at low levels) in normal cells from matched tissues. Furthermore, they detected a significant enrichment of sequence motifs and a significant clustering of such genes in chromosomal regions. In line with this finding, another study has shown that large stretches of DNA containing several genes can become hypermethylated in cancer.136

Three independent studies have recently provided further evidence for an instructive mechanism leading to selective methylation of certain groups of genes in cancer. These studies took advantage of ChIP-on-chip data generated using PcG antibodies

FIGURE 15.4 Heatmap from a hierarchical cluster analysis of DNA methylation data generated with the bead-array technology (Illumina Inc.) in different normal tissue samples and B-cell lymphoma cell lines. Lymphoma cell lines are characterized by a large number of hypermethylated genes in comparison with the normal controls (arrow). Red indicates methylated CpG loci whereas green indicates lack of DNA methylation.
in ESC\textsuperscript{84,85} and found that a highly significant proportion of genes becoming hypermethylated in cancer were already repressed at the ESC stage by PcG marks.\textsuperscript{137–139} These findings support the cancer stem cell theory in which epigenetic changes of PcG target genes occurring in a cell with stem cell features might represent the initial event in tumorigenesis.\textsuperscript{96,140,141}

15.4 FUTURE DIRECTIONS

Epigenomics is one of the most flourishing areas in biology and medicine today, and the delineation of epigenetic patterns in health and disease has the potential to influence almost every aspect of life. After the completion of the human genome, epigeneticists worldwide are now calling for an international effort to characterize the epigenome.\textsuperscript{142–148} This endeavor is indeed a great-scale project if one considers the presence of interindividual, tissue-specific, and disease-specific epigenomes, and that the epigenome is a dynamic system that can be altered throughout life in adaptation to novel environmental cues.\textsuperscript{149} To reach that goal, several initiatives have been started already, such as the Human Epigenome Project (HEP),\textsuperscript{62,63,143} the Alliance for Human Epigenomics and Disease (AHEAD),\textsuperscript{147} and the National Methylome Project for Chromosome 21 (NAME 21).\textsuperscript{146}

The precise delineation of the human epigenome, or at least of the DNA methylome, requires sequencing of the methylation status of individual CpGs. So far, bisulfite sequencing has been performed using PCR products, which is time consuming and expensive.\textsuperscript{62} An alternative approach is to perform a “shotgun bisulfite sequencing,” which can be applied to the entire genome or a representative part of it and is easily scalable with increasing sequencing capacity.\textsuperscript{11,150} In this regard, initiatives aiming at characterizing the epigenome are starting to exploit the potential of a new generation of in-depth sequencers (see Section 15.2.4) to determine the methylation status of millions of individual CpGs. However, as long as this technology is not affordable for the study of multiple samples, which is mandatory considering the heterogeneous nature of the epigenome, the application of microarrays in epigenomics will continue to play an important role in research. But one has also to consider that microarrays and high-throughput sequencing that provide only a consensus snapshot of the epigenome of a given tissue sample. A deeper understanding of the cellular epigenome will require the development of reliable techniques that allow measurement of the DNA methylation status of specific CpGs at the single-cell level.\textsuperscript{151} Furthermore, high-throughput techniques for the characterization of the genome, transcriptome, and proteome are being developed simultaneously to those focusing on the epigenome. The integration of these different layers, or networks, of cell physiology into a unified cellular system will be of great importance for understanding the mechanisms underlying normal and altered physiology.\textsuperscript{152}

The epigenomic studies reviewed here were aimed mainly at characterizing normal and cancer cells. However, as epigenomics is the language used by nature to integrate external and internal signals into the genome, it can be potentially involved in virtually all aspects of life.\textsuperscript{4,5,153} In the last few years, a number of groundbreaking studies have shown, for example, that vernalization in plants is caused by epigenetic inactivation of the flowering locus C,\textsuperscript{154} that phenotypic differences of genetically
identical individuals can be caused by the acquisition of differential epigenetic changes throughout life,\textsuperscript{149} that maternal supplementation with methyl donors such as folic acid is able to shift the phenotype of the offspring in Agouti mice,\textsuperscript{155} and that maternal behavior is important in the establishment of epigenetic marks in the brain of newborn offspring.\textsuperscript{156,157} Additionally, not only does epigenetics play a role in this life's health and disease, it might also be transmitted through generations.\textsuperscript{158} There is statistical evidence that a person’s health can be affected by the lifestyle of past generations, which might occur through the inheritance of epigenetic marks.\textsuperscript{159–161} Experimental evidence supporting this hypothesis comes from the Agouti mouse model, in which the benefits of methyl-donor supplementation can be observed at least in two generations, or the effect of endocrine disruptors on male infertility can be observed in four generations.\textsuperscript{162} Furthermore, a recent study has provided evidence for germline epimutations of the MLH1 gene to be associated with predisposition to nonpolyposis colorectal cancer.\textsuperscript{163} In the near future, the science of epigenomics will certainly expand beyond the studies described herein to a genome-wide level. The identification of genomic regions susceptible to epigenetic modification by external factors will open new ways to understand how the potential of the genetic code is manifested into a phenotype. Perhaps the science of epigenomics will scientifically demonstrate the truth behind the saying, “As you sow, so shall you reap,” in the sense that every physical and mental state, both under healthy and altered conditions, might be the result of a previous cause.
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FIGURE 2.1 Repetitive DNA sequences and a typical CpG island of a tumor suppressor gene are shown for a normal and a tumor cell. The presence of dense hypermethylation completely changes the molecular environment.

FIGURE 2.2 A schematic representation of the bisulfite modification of DNA and the detection of DNA methylation by methylation-specific PCR and bisulfite sequencing. CpG dinucleotides are represented as short vertical lines. Locations of primers for bisulfite genomic sequencing PCR are indicated by black arrows and locations of methylation-specific PCR primers by white arrows.
FIGURE 6.1  Sir2 family members in yeast are involved in many biological processes. Hst1 is mainly linked to meiosis and regulation of the sporulation program, whereas Hst3 and Hst4 are implicated in DNA repair signaling through deacetylation of H3K56Ac. Sir2 is involved in epigenetic silencing, DNA repair, DNA replication, cell cycle control, meiosis regulation, and lifespan control through its inhibitory effect on rDNA recombination. The cellular role of Hst2 is not clear, although it might be involved in cell cycle control (indicated by “?”). An additional Sir2-independent pathway promoter of lifespan increase has been described and involves the nutrient-dependent kinases Sch9, TOR, and PKA.

FIGURE 6.2  Model of SirT1’s role in facultative heterochromatin formation. SirT1 promotes the formation of facultative heterochromatin through several steps: (a) SirT1 arrival to chromatin is associated with deacetylation of H4K16Ac and H3K9Ac and recruitment and deacetylation of histone H1 (red arrows indicate interaction; black arrows, deacetylation). These changes are restricted to the promoter regions. (b) SirT1 recruits the H3K9 methyltransferase Suv39h1 (magenta) and induces Suv39h1 enzymatic activity (yellow Suv39h1 in c, d) through a conformational change and deacetylation of the SET domain. (c, d) The spreading of Suv39h1 throughout the coding region is independent of SirT1. Similar to Suv39h1-dependent spreading of H3K9me3, H4K20me also spreads from the promoter throughout the coding region, but the role of SirT1 in the arrival and spreading of this heterochromatin mark is unknown. In parallel to this heterochromatin spreading, a loss of an active mark, H3K79me2, is detected, a phenomenon that spans at least 3 kb away from the coding region.
FIGURE 7.1  Mechanisms of biogenesis and action of microRNAs. For details see the text. (Modified with permission from Ref. 125.)

FIGURE 7.2  Examples of microRNAs involved in differentiation. For details see the text.
Figure 10.1  Transcriptional regulation of T- and B-lymphocyte differentiation. Bone marrow stem cells differentiate first into common lymphoid precursor (CLP) cells, which then either migrate to the thymus where they differentiate first into pro-T cells (Pro-T), then serially into CD4+ CD8+ (DP) cells, CD4+, or CD8+ cells, then Th1 or Th2 cells. Early B-cell development starts in the bone marrow with pro-B cells maturing to pre-B cells, which migrate to the spleen then secondary lymphoid tissues, where they differentiate into further B cells and plasma cells. The transcription factors involved are named at each step.

Figure 11.1  Partial meiotic epigenetic stability. In this hypothetical family, the father is affected with schizophrenia and has an epimutation on the gene predisposing to schizophrenia. (A) The epimutation is completely erased in the father’s germline and the offspring has no disease. (B) There is partial erasure of epimutation, which results in a higher risk of developing schizophrenia. (C) The epimutation is meiotically stable; in which case, the offspring has a high chance of developing schizophrenia.
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Anomalous epigenetic patterns touch many areas of study including biomedical, scientific, and industrial. With perspectives from international experts, this resource offers an all-inclusive overview of epigenetics, which bridge DNA information and function by regulating gene expression without modifying the DNA sequence itself.
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- How promising are HDACi drugs as antitumor agents?
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